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FOREWORD 

 
The advent of geographic information science and the accompanying technologies (geo-

graphic information systems [GIS], global positioning systems [GPS], remote sensing [RS], 
and more recently location-based services [LBS]) have forever changed the ways in which 
people conceive of and navigate planet Earth. Geocoding is a key bridge linking the old and 
the new—a world in which streets and street addresses served as the primary location iden-
tifiers and the modern world in which more precise representations are possible and needed 
to explore, analyze, and visualize geographic patterns, their drivers, and their consequences. 
Geocoding, viewed from this perspective, brings together the knowledge and work of the 
geographer and the computer scientist. The author, Daniel Goldberg, has done an excellent 
job in laying out the fundamentals of geocoding as a process using the best contributions 
from both of these once-disparate fields. 

This book will serve as a rich reference manual for those who want to inject more 
science and less art (uncertainty) into their geocoding tasks. This is particularly important for 
medical geography and epidemiology applications, as recent research findings point to envi-
ronmental conditions that may contribute to and/or exacerbate health problems that vary 
over distances of hundreds and even tens of meters (i.e., as happens with proximity to free-
ways). These findings call for much better and more deliberate geocoding practices than 
many practitioners have used to date and bring the contents of this best practices manual to 
the fore. This book provides a long overdue summary of the state-of-the-art of geocoding 
and will be essential reading for those that wish and/or need to generate detailed and accu-
rate geographic positions from street addresses and the like. 
 
 
 
 
 

John Wilson 
June 6, 2008 
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PREFACE 

 
In one sense, writing this manuscript has been a natural continuation of the balancing act 

that has been, and continues to be, my graduate student career. I am fortunate to be a Com-
puter Science (CS) Ph.D. student at the University of Southern California (USC), working in 
the Department of Geography, advised by a Professor in the Department of Preventive 
Medicine, who at the time of this writing was supported by the Department of Defense. 
While at times unbearably frustrating and/or strenuous, learning to tread the fine lines be-
tween these separate yet highly related fields (as well as blur them when necessary) has 
taught me some important lessons and given me a unique perspective from which I have 
written this manuscript and will take with me throughout my career. This combination of 
factors has led to my involvement in many extremely interesting and varied projects in di-
verse capacities, and to interact with academics and professionals with whom I would most 
likely not have otherwise met or had any contact. 

Case in point is this manuscript. In November of 2006, Dr. John P. Wilson, my always 
industrious and (at-the-time) Geography advisor (now jointly appointed in CS) was hard at 
work securing funding for his graduate students (as all good faculty members should spend 
the majority of their time). He identified an opportunity for a student to develop a GIS-
based traffic pollution exposure assessment tool for his colleague in the USC Department of 
Preventive Medicine, (my soon-to-be advisor) Dr. Myles G. Cockburn, which was right in 
line with my programming skills. What started off as a simple question regarding the sup-
posed accuracy of the geocodes being used for the exposure model quickly turned into a 
day-long discussion about the geocoder I had built during the previous summer as a Re-
search Assistant for my CS advisor, Dr. Craig A. Knoblock. This discussion eventually 
spawned several grant proposals, including one entitled Geocoding Best Practices Document Phase 
I: Consultant for NAACCR GIS Committee Meeting & Development of Annotated Outline, submitted 
to the North American Association of Central Cancer Registries (NAACCR) on April 21, 
2006. 

To my great surprise, I was awarded the grant and immediately set to work creating the 
outline for the meeting and the Annotated Geocoding Reading List I had promised in my 
proposal. Ambitiously, I started reading and taking notes on the 150 latest geocoding works, 
at which point the NAACCR GIS Committee, chaired at that time by David O’Brien of the 
Alaska Cancer Registry, should have run for cover. The first draft I produced after the in-
person meeting during the June NAACCR 2006 Annual Meeting in Regina, Saskatchewan, 
Canada was far too detailed, too CS oriented, and too dense for anyone to make sense of. 
However, guided by the thoughtful but sometime ruthless suggestions of Drs. Wilson and 
Cockburn, I was able to transform that draft into an earlier version of this document for fi-
nal submission to the NAACCR GIS Committee, which then sent it to the NAACCR Ex-
ecutive Board for approval in October 2006. It was approved, and I was subsequently se-
lected to write the full version of the current work, A Geocoding Best Practices Guide. 

I dare say that this exercise would prove longer and more in-depth than anyone could 
have anticipated. Looking back 2 years, I do not think I could have imagined what this 
project would have eventually turned into; 200 plus pages of text, 200 plus references, an 
annotated reading list the size of a small phone book, example research assurance docu-
ments, and a full glossary. 
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At more than one-half million characters and spanning more than 250 pages, it may at 
first seem a daunting task for one to read and digest this whole document. However, this 
fear should be laid to rest. More than one-third of this length is comprised of the front mat-
ter (e.g., Table of Contents, indices, Foreward, Preface, etc.) and the back matter (–e.g., 
Glossary, References, and Appendices). Most of this material is intended as reference, and it 
is expected that only the most motivated and inquisitive of readers will explore it all. The 
main content of the document, Sections 1-26, are organized such that an interested reader 
can quickly and easily turn to their topic(s) of interest, at the desired level of detail, at a mo-
ment’s notice though the use of the Table of Contents and lists of figures and tables found 
in the front matter. 

In addition to this concern, there were three major hurdles that had to be overcome dur-
ing the writing of this document. The first was a question as to what the focus and tone 
should be. From the earliest conception, it was clear that this document should be a “Best 
Practices Guide,” which implicitly meant that it should “tell someone what to do when in a 
particular situation.” The question, however, was “who was the person who was to be in-
formed?” Was it the technical person performing the geocoding who might run into a sticky 
situation and need direction as to which of two options they should choose? Was it the man-
ager who needed to know the differences between reference datasets so they could make the 
correct investment for their registry? Or, was it the researcher who would be utilizing the 
geocoded data and needed to know what the accuracy measure meant and where it came 
from? After lengthy discussion, it was determined that the first two—the person performing 
the geocoding and the person deciding on the geocoding strategy—would be the target au-
dience, because they are the registry personnel for whom this document was being created. 
Therefore, this document goes into great detail about the technical aspects of the geocoding 
process such that the best practices developed throughout the text can and should actually 
be applied during the process of geocoding. Likewise, the theoretical underpinnings are 
spelled out completely such that the person deciding on which geocoding process to apply 
can make the most informed decision possible. 

The second hurdle that had to be cleared was political in nature. During the process of 
determining the set of theoretical best practices presented in this document, it came to light 
that in some cases, the current NAACCR standards and/or practices were insufficient, inap-
propriate, and/or precluded what I would consider the actual true best practice. Following 
lengthy discussion, it was decided that the set of best practices developed for this document 
should remain true to what “should be done,” not simply what the current standards allow. 
Therefore, in several places throughout the manuscript, it is explicitly stated that the best 
practices recommended are in the ideal case, and may not be currently supported with other 
existing NAACCR standards. In these cases, I have attempted to provide justification and 
support for why these would be the correct best practice in the hopes that they can be taken 
into consideration as the existing NAACCR standards are reviewed and modified over time. 

The final challenge to overcome in creating this manuscript was the sheer diversity of the 
NAACCR member registries in terms of their geocoding knowledge, resources, practices, 
and standards that needed to be addressed. The members of the NAACCR GIS Committee 
who contributed to the production of this document came from every corner of the United 
States, various levels of government, and represented the full geocoding spectrum from 
highly advanced and extremely knowledgeable experts to individuals just starting out with 
more questions than answers. Although input from all of these varied user types undoubted-
ly led to a more accessible finished product, it was quite a task to produce a document that 
would be equally useful to all of them. I feel that their input helped produce a much stronger 
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text that should be appropriate to readers of all levels, from those just getting started to 
those with decades of experience who may be developing their own geocoders. 

The content of this manuscript represents countless hours of work by many dedicated 
people. The individuals listed in the Acknowledgments Section each spent a significant 
amount of time reviewing and commenting on every sentence of this document. Most parti-
cipated in weekly Editorial Review Committee calls from March 2007 to March 2008, and all 
contributed to making this document what it is. In particular, I would like to thank Frank 
Boscoe for his steady leadership as NAACCR GIS Committee Chair during the period cov-
ering most of the production of this book. I take full responsibility for all grammatical errors 
and run-on sentences, and believe me when I tell you that this book would be in far worse 
shape had John Wilson not volunteered to copyedit every single word. I would not be writ-
ing this if it was not for Myles Cockburn, so for better or worse, all blame should be directed 
toward him. The other members of the weekly Editorial Review Committee, namely Stepha-
nie Foster, Kevin Henry, Christian Klaus, Mary Mroszczyk, Recinda Sherman and David 
Stinchcomb, all volunteered substantial time and effort and contributed valuable expert opi-
nions, questions, corrections, edits, and content, undoubtedly improving the quality of the 
final manuscript. These detailed and often heated discussions served to focus the content, 
tone, and direction of the finished product in a manner that I would have been incapable of 
on my own. I would not currently be a Ph.D. student, much less know what a geocoder was, 
if it were not for the support of Craig Knoblock. Last but in no way least, Mona Seymour 
graciously volunteered her time to review portions of this manuscript, resulting in a far more 
readable text. 

Sadly, everyone who reads this document will most likely have already been affected by 
the dreadful toll that cancer can take on a family member, friend, or other loved one. I 
whole-heartedly support the goal of NAACCR to work toward reducing the burden of can-
cer in North America, and I am honored to have been granted the opportunity to give in this 
small way to the world of cancer-related research. What follows in this document is my at-
tempt to contribute through the production of a Geocoding Best Practices Guide for use in stan-
dardizing the way that geocoding is discussed, performed, and used in scientific research and 
analysis. 

  
 
 
 
 

Daniel W. Goldberg 
June 6, 2008 
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ABOUT THIS DOCUMENT 

BEST PRACTICES GUIDE 
The main purpose of this document is to act as a best practices guide for the cancer regi-

stry community, including hospitals as well as state and provincial registries. Accordingly, it 
will advise those who want to know specific best practices that they should follow to ensure 
the highest level of confidence, reliability, standardization, and accuracy in their geocoding 
endeavors. These best practices will be framed as both policy and technical decisions that 
must be made by a registry as a whole and by the individual person performing the geocod-
ing or using the results. Best practices are listed throughout the text, placed as close to the 
section of text that describes them as possible. 

STANDARDIZATION  
Due to a fundamental lack of standardization in the way that geocoding is defined and 

implemented across cancer registries, it is difficult to compare or integrate data created at 
different sources. This document will propose numerous definitions germane to the geocod-
ing process, thus developing a consistent vocabulary for use as a first step toward a larger 
standardization process. Throughout the document, specific terms will be written in bold 
with definitions closely following. A geocoding best practice is a policy or technical deci-
sion related to geocoding recommended (but not required) by NAACCR for use in a cancer 
registry’s geocoding process. The geocoding best practices are a set of suggested best 
practices developed throughout this document. In addition, the document attempts to detail 
software implementation preferences, current limitations, and avenues for improvement that 
geocoding vendors should be aware are desired by the cancer research communities. 

Note that the best practices developed in this document are not as-of-yet official 
NAACCR data standards, meaning that they will not be found in the current version of 
Standards for Cancer Registries: Data Standards and Data Dictionary (Hofferkamp and Havener 
2008), and thus their use is not officially required by any means. More specifically, although 
the content of Hofferkamp and Havener (2008) represent the current mandatory NAACCR 
data standards that registries are required to follow, the best practices found herein are 
recommended for adoption by researchers, registries, and/or software developers that seek 
to begin conducting their geocoding practices in a consistent, standardized, and more accu-
rate manner. It is the hope of the author that the contents of this document will assist in the 
eventual official standardization of the geocoding process, fully accepted and recognized by 
the NAACCR Executive Board. As such, software developers are encouraged to adopt and 
incorporate the recommendations included in this document to: (1) be ahead of the curve 
if/when the recommendations contained herein (or their derivates and/or replacements) are 
accepted as true NAACCR data standards; and (2) improve the quality, transparency, usabili-
ty, and legitimacy of their geocoding products. 

LEARNING TOOL 
To make informed decisions about geocoding choices, an understanding of both the 

theoretical and practical aspects of the geocoding process is necessary. Accordingly, this 
document provides a high level of detail about each aspect of the geocoding process such 
that a reader can obtain a complete understanding of the best practice recommended, other 
possible options, and the rationale behind the recommended practice. It serves to centralize 
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much of the available research and practice scholarship on these topics to provide a single, 
comprehensive perspective on all aspects of the geocoding process. 

The document has been specifically divided into six parts. Each part attempts to address 
the topics contained in it at a consistent level of detail. The decision was made to organize 
the document in this format so that it would be easy for a reader interested in certain topics 
to find the information he or she is looking for (e.g., to learn about components of geocod-
ing or find solutions to an exact problem) without being bogged down in either too much or 
too little detail. 

REFERENCE TOOL 
Appendix A includes example research assurance documents that can be tailored to an 

individual registry for ensuring that researchers understand the acceptable manner in which 
registry data may be obtained and used. Every attempt was made to back up all claims made 
in the document using published scientific literature so that it can be used as a reference tool. 
The Annotated Bibliography included as Appendix B includes more than 250 of the most 
recently published geocoding works classified by the topic(s) they cover, and should prove a 
useful resource for those interested in further reading.  

TYPES OF READERS 
In this document, four distinct types of readers will be identified based on their specific 

roles in, or uses of, the geocoding process. These are: (1) the practitioner, (2) general interest, 
(3) process designer, and (4) data consumer groups. The roles of these groups are described 
in Table 1, as are their main concerns regarding the geocoding process and the sections in 
this document that address them. 

SUGGESTED CITATION 
Goldberg DW: A Geocoding Best Practices Guide. Springfield, IL: North American As-

sociation of Central Cancer Registries; 2008. 
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 Table 1 – Types of readers, concerns, and sections of interest 

Group Role Concerns Sections of Interest 
Practitioner Registry staff performing the geocoding 

task using some pre-defined method 
with existing tools, ultimately  
responsible for the actual production of 
the geospatial data from the raw  
aspatial address data 

Practical aspects of the geocoding process 
 
Handling instances in which data do not  
geocode 

1, 4, 5, 14, 15, 16, 17, 18, 
19, 20, 24 

General  
Interest 

Registry staff interested in geocoding 
but not formally involved in the 
process as part of their duties, akin to 
the general public 

Why is geocoding important? 
 
How does geocoding fit into the larger  
operations of the registry? 

1, 2.1, 2.4, 3, 4, 11, 12.5, 
14, 15, 18, 26 

Process  
Designers 

Registry staff overseeing and designing 
the geocoding process used at a  
registry, ultimately responsible for the 
overall outcome of the geocoding  
performed at a registry 

All design and policy decisions that affect the 
outcome of geocoding  
 
Data definition, representation, and  
validation; components and algorithms  
involved in the geocoding process; forms and 
formats of reference data sources; and  
accuracy metrics and reporting 

1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 
11, 12, 13, 14, 15, 16, 17, 
18, 19, 20, 21, 22, 23, 24, 
25, 26 

Data  
Consumers 

Cancer researchers consuming the  
geocoded data 
 
Others responsible for monitoring  
annually reported aggregate statistics to 
discover important trends 

Accuracy of the geocoded output in terms of 
its lineage, confidence/reliability,  
accountability, and any assumptions that were 
used 

1, 3, 5.3, 6.1, 7, 8, 11, 12, 
13, 14, 15, 18, 19, 20, 24, 
25, 26 
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EXECUTIVE SUMMARY 

PURPOSE 
As a rule, health research and practice (and cancer-related research in particular) takes 

place across a multitude of administrative units and geographic extents (country-wide, state-
wide, etc.). The data used to develop and test cancer-related research questions are created, 
obtained, and processed by disparate organizations at each of these different levels. Studies 
requiring the aggregation of data from multiple administrative units typically must integrate 
these disparate data, which occur in incompatible formats with unknown lineage or accuracy. 
The inconsistencies and unknowns amongst these data can lead to uncertainty in the results 
that are generated if the data are not properly integrated. This problem of data integration 
represents a fundamental hurdle to cancer-related research.  

To overcome the difficulties associated with disparate data, a specific set of actions must 
be undertaken. First, key stakeholders must be identified and informed of potential issues 
that commonly arise and contribute to the problem. Next, a common vocabulary and under-
standing must be defined and developed such that thoughtful communication is possible. 
Finally and most importantly, advice must be provided in the form of a set of best practices 
so that processes can begin to be standardized across the health research communities. To-
gether, these will allow health researchers to have a reasonable level of certainty as to how 
and where the data they are working with have been derived as well as an awareness of any 
overarching data gaps and limitations. 

Person, place, event, and time form the four fundamental axes of information around 
which epidemiologic research is conducted. The spatial data representing the subject’s loca-
tion is particularly susceptible to the difficulties that plague multi-source data because much 
of the spatial data are derived from textual addresses through the process of geocoding. 
These data are vulnerable to inconsistencies and unknown quality because of the wide range 
of methods by which they are defined, described, collected, processed, and distributed. To 
contextualize the heterogeneity of current geocoding practices among cancer registries, see 
the recent work by Abe and Stinchcomb (2008), which highlights the far-ranging approaches 
used at several cancer registries throughout the United States. This lack of uniformity and/or 
standardization with regard to geocoding processes represents a current and significant prob-
lem that needs to be addressed. 

Although there is a substantial amount of available literature on the many topics germane 
to geocoding, there is no single source of reference material one can turn to that addresses 
many or all of these topics in the level of detail required to make well-informed decisions. 
Recent works such as Rushton et al. (2006, 2008a), Goldberg et al. (2007a), and Mechanda 
and Puderer (2007) provide a great deal of review and detail on geocoding and related topics, 
but available scholarship as to specific recommendations, their rationale, and alternative con-
siderations is lacking. 

To these ends, The North American Association of Central Cancer Registries 
(NAACCR) has promoted the development of this work, A Geocoding Best Practices Guide, the 
purpose of which is to help inform and standardize the practice of geocoding as performed 
by the cancer registries and research communities of the United States and Canada. This 
work primarily focuses on the theoretical and practical aspects of the actual production of 
geocodes, and will briefly touch upon several important aspects of their subsequent usage in 
cancer-related research. 
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SCOPE 
This document will cover the fundamental underpinnings of the geocoding process. Sep-

arate sections describe the components of the geocoding process, ranging from the input 
data, to the internal processing performed, to the output data. For each topic, choices that 
affect the accuracy of the resulting data will be explored and possible options will be listed. 

INTENDED AUDIENCE 
The primary purpose of this document is to provide a set of best practices that, if fol-

lowed, will enable the standardization of geocoding throughout the cancer research com-
munities. Thus, the main focus of this document will be to provide enough detailed informa-
tion on the geocoding process such that informed decisions can be made on each aspect— 
from selecting data sources, algorithms, and software to be used in the process; to defining 
the policies with which the geocoding practitioner group perform their task and make deci-
sions; to determining and defining the metadata that are associated with the output. 

For those with varying levels of interest in the geocoding process, this document 
presents detailed information about the components and processes involved in geocoding, as 
well as sets of best practices designed to guide specific choices that are part of any geocoding 
strategy. Benefits and drawbacks of potential options also are discussed. The intent is to es-
tablish a standardized knowledge base that will enable informed discussions and decisions 
within local registries and result in the generation of consistent data that can be shared be-
tween organizations.   

For researchers attempting to use geocoded data in their analyses, this document outlines 
the sources of error in the geocoding process and provides best practices for describing 
them. If described properly, accuracy values for each stage of the geocoding process can be 
combined to derive informative metrics capable of representing the accuracy of the output in 
terms of the whole process. The data consumer can use these to determine the suitability of 
the data with respect to the specific needs of their study. 

For practitioners, this document presents detailed, specific solutions for common prob-
lems that occur during the actual process of geocoding, with the intent of standardizing the 
way in which problem resolution is performed at all registries. Uniform problem resolution 
would remove one aspect of uncertainty (arguably the most important level) from the geo-
coding process and ultimately from the resulting data and analyses performed on them.  

Most of the information contained in this document (e.g., examples, data sources, laws, 
and regulations) will primarily focus on U.S. and Canadian registries and researchers, but the 
concepts should be easily translated to other countries. Likewise, some of the information 
and techniques outlined herein may only be applicable to registries that perform their own 
geocoding instead of using a commercial vendor. Although the number of these registries 
performing their own geocoding is currently small, this number has been and will continue 
to increase as access to geocoding software and required data sources continue to improve. 
Additionally, the information within this document should assist those registries currently 
using a vendor in becoming more understanding of and involved in the geocoding process, 
better able to explain what they want a vendor to do under what circumstances, and more 
cognizant of the repercussions of choices made during the geocoding process. 
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Part 1: The Concept and Context of Geocoding 
 
 
 

As a starting point, it is important to succinctly develop a concrete notion for exactly what 
geocoding is and identify how it relates to health and cancer-related research. In this part of 
the document, geocoding will be explicitly defined and its formal place in the cancer research 
workflow will be identified. 
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1. INTRODUCTION 

This section provides the motivation for standardized  
geocoding. 

1.1 WHAT IS GEOCODING? 

Person, place, event, and time are the four key pieces of information from which epide-
miologic research in general is conducted. This document will focus primarily on issues aris-
ing in the description, definition, and derivation of the place component. In the course of 
this research, scientists frequently use a variety of spatial analysis methods to determine 
trends, describe patterns, make predictions, and explain various geographic phenomena. 

Although there are many ways to denote place, most people rely almost exclusively on 
locationally descriptive language to describe a geospatial context. In the world of cancer regi-
stries this information typically includes the address, city, and province or state of a patient at 
the diagnosis of their disease (dxAddress, dxCity, dxProvince, dxState), most commonly in 
the form of postal street addresses. These vernacular, text-based descriptions are easily un-
derstood by people, but they are not directly suitable for use in a computerized environment. 
Performing any type of geospatial mapping or investigation with the aid of a computer re-
quires discrete, non-ambiguous, geographically valid digital data rather than descriptive tex-
tual strings.   

Thus, some form of processing is required to convert these text descriptors into valid 
geospatial data. In the parlance of geographic information science (GIS), this general con-
cept of making implicit spatial information explicit is termed georeferencing, or transform-
ing non-geographic information, information that has no geographically valid reference 
that can be used for spatial analyses, into geographic information, information that has a 
valid geographic reference that can be used for spatial analyses (Hill 2006).  

Throughout the years, this general concept has been realized in a multitude of actual 
processes to suit the needs of various research communities. For instance, a global posi-
tioning system (GPS) device can produce coordinates for the location on the Earth’s sur-
face based on a system of satellites, calibrated ground stations, and temporally based calcula-
tions. The coordinates produced from these devices are highly accurate, but can be 
expensive in terms of time and effort required to obtain the data, as they typically require a 
human to go into the field to obtain them. 

Geocoding describes another method of georeferencing (Goldberg et al. 2007a). As 
seen in scholarship and practice, the term geocoding is used throughout almost every dis-
cipline of scientific research that includes any form of spatial analysis, with each field usually 
either redefining it to meet their needs or adopting another field’s definition wholesale. As a 
result, there is a great deal of confusion as to what geocoding—and its derivatives, most not-
ably the terms geocode and geocoder—actually refer to. What do these words mean, and 
how should they be used in the cancer registry field?  

For example, does geocoding refer to a specific computational process of transforming 
something into something else, or simply the concept of a transformation? Is a geocode a 
real-world object, simply an attribute of something else, or the process itself? Is a geocoder 
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the computer program that performs calculations, a single component of the process, or the 
human who makes the decisions?  

An online search performed in April of 2008 found the various definitions of the term 
geocoding shown in Table 2. These definitions have been chosen for their geographic di-
versity as well as for displaying a mix of research, academic, and industry usages. It is useful 
to contrast our proposed definition with these other definitions that are both more con-
strained and relaxed in their descriptions of the geocoding process to highlight how the pro-
posed definition is more representative of the needs of the health/cancer research communi-
ties. 

 
Table 2 – Alternative definitions of “geocoding” 

Source Definition Possible Problems 
Environmental 
Sciences Research 
Institute (1999) 

The process of matching  
tabular data that contains  
location information such as 
street addresses with real-
world coordinates. 

Limited to coordinate  
output only. 

Harvard University 
(2008) 

The assignment of a numeric 
code to a geographical  
location. 

Limited to numeric code 
output only. 

Statistics Canada 
(2008) 

The process of assigning  
geographic identifiers (codes) 
to map features and data 
records. 

Limited input range. 

U.S. Environmental 
Protection Agency 
(2008) 

The process of assigning  
latitude and longitude to a 
point, based on street  
addresses, city, state and 
USPS ZIP Code. 

Limited to coordinate  
output only. 

 
As a further complication, it must be noted that the methods and data sources employed 

throughout all registries in the United States and Canada are quite diverse and varied so a 
single definition explicitly defining, requiring, or endorsing a particular technology would not 
be useful. Each registry may have different restrictions or requirements on what can be geo-
coded in terms of types of input data (postal addresses, named places, etc.), which algorithms 
can be used, what geographic format the results must be in, what can be produced as output, 
or what data sources can be used to produce them. Differing levels of technical skills, budge-
tary and legal constraints, and varied access to types of geographic data, along with other fac-
tors, also may dictate the need for a broad definition of geocoding. As such, the definition 
offered herein is meant to serve the largest possible audience by specifically not limiting any 
of these characteristics of the geocoding process, intentionally leaving the door open for dif-
ferent flavors of geocoding to be considered as valid. In the future, as the vast body of 
knowledge of geocoding constraints, ontologies, and terminologies spreads and is utilized by 
registry personnel, it is expected that there will be a common desire in the registry communi-
ty to achieve consensus on standardizing geocoding and geocoding-related processes to 
achieve economies of scale. 
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The remainder of this document will explicitly define geocoding as well as its component 
parts as follows: 

 
Geocoding (verb) is the act of transforming aspatial locationally descriptive text into a 

valid spatial representation using a predefined process. 
 
A geocoder (noun) is a set of inter-related components in the form of operations, algo-

rithms, and data sources that work together to produce a spatial representation for descrip-
tive locational references. 

 
A geocode (noun) is a spatial representation of a descriptive locational reference.  
 
To geocode (verb) is to perform the process of geocoding. 
 
In particular, these definitions help to resolve four common points of confusion about 

geocoding that often are complicated by disparate understandings of the term: (1) the types 
of data that can be geocoded, (2) the methods that can be employed to geocode data, (3) the 
forms and formats of the outputs, and (4) the data sources and methods that are germane to 
the process. These definitions have been specifically designed to be broad enough to meet 
the diverse needs of both the cancer registry and cancer research communities. 

1.1.1 Issue #1: Many data types can be (and are) geocoded 
There are many forms of information that registries and researchers need geocoded. 

Table 3 illustrates the magnitude of the problem in terms of the many different types of ad-
dresses that may be encountered to describe the same physical place, along with their best 
and worst resolutions resulting from geocoding and common usages.  

 
Table 3 – Possible input data types (textual descriptions) 

Name Type Usage 
Best/Worst Case 

Output Resolution 
The University of Southern  
California 

Named place County 
counts 

Parcel-level/ 
Non-matchable 

The University of Southern  
California GIS Research Lab 

Named place Cluster 
screening

Sub parcel-level/ 
Non-matchable 

Kaprielian Hall, Unit 444 Named place Cluster 
screening

Sub parcel-level/ 
Non-matchable 

The northeast corner of  
Vermont Avenue and 36th Place 

Relative  
intersection 

Cluster 
screening

Intersection-level/ 
Non-matchable 

Across the street from Togo’s, 
Los Angeles 90089 

Relative  
direction 

Cluster 
screening

Street-level/ 
Non-matchable 

3620 South Vermont Ave, Los 
Angeles, CA 90089 

Street address Cluster 
screening

Building-level/ 
Street-level 

USPS ZIP Code 90089-0255 USPS ZIP 
Code 

County 
counts 

Building-level/ 
USPS ZIP Code-level 

34.022351, -118.291147 Geographic 
coordinates 

Cluster 
screening

Sub parcel-level/ 
Non-matchable 
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It should be clear from this list that a location can be described as a named place, a rela-
tive location, a complete postal address (or any portion thereof), or by its actual coordinate 
representation. All of these phrases except the last (actual coordinates) are commonly occur-
ring representations found throughout health data that need to be translated into spatial 
coordinates. Obviously, some are more useful than others in that they relay more detailed 
information (some may not even geocode). Registry data standards are heading toward the 
enforcement of a single data format for input address data, but utilization of a single repre-
sentation across all registries is presently not in place due to many factors. In keeping with 
the stated purpose of this document, the definition provided should be general enough to 
encompass each of the commonly occurring reporting styles (i.e., forms). 

1.1.2 Issue #2: Many methods can be (and are) considered geocoding 
Turning to the host of methods researchers have used to geocode their data, it becomes 

clear that there are still more varieties of geocoding. The process of utilizing a GPS device 
and physically going to a location to obtain a true geographic position has been commonly 
cited throughout the scientific literature as one method of geocoding. This is usually stated 
as the most accurate method, the gold standard. Obtaining a geographic position by identi-
fying the geographic location of a structure through the use of georeferenced satellite or 
aerial imagery also has been defined as geocoding. The direct lookup of named places or 
other identifiable geographic regions (e.g., a U.S. Census Bureau ZIP Code Tabulation Area 
[ZCTA]) from lists or gazetteers (which are databases with names, types, and footprints of 
geographic features) also has been referred to as geocoding. Most commonly, geocoding re-
fers to the use of interpolation-based computational techniques to derive estimates of geo-
graphic locations from GIS data such as linear street vector files or areal unit parcel vector 
files. 

1.1.3 Issue #3: Many output types are possible 
Geocoding output is typically conceived of as a geographic point, a simple geographic 

coordinate represented as latitude and longitude values. However, the base geographic data 
used for the derivation of the point geocode (e.g., the polygon boundary of the parcel or the 
polyline of the street vector) also could be returned as the output of the geocoding process. 

1.1.4 Issue #4: Geocoding can be (and usually is) a multi-component process 
Finally, the geocoding process is not achieved by one single instrument, software, or 

geographic data source. The process of geocoding can be conceptualized as a single opera-
tion, but there are multiple components such as operations, algorithms, and data sources that 
work together to produce the final output. Each one of these components is the result of 
significant research in many different scientific disciplines. Each is equally important to the 
process. Thus, when one speaks of geocoding, it begs the question: are they speaking of the 
overall process, or do they mean one or more of the components? The proposed definition 
therefore must take this into account and make these distinctions. 

By design, any of the processes stated earlier in Section 1.1.2 that are known as geocod-
ing are valid (e.g., using a software geocoder, GPS in the field, or imagery would fit into this 
definition). By using the terms “locationally descriptive text” and “spatial representation,” 
any of the forms of data listed earlier in Sections 1.1.1 and 1.1.3 are valid as input and out-
put, respectively. Finally, instead of explicitly stating what must be a part of a geocoder, it 
may be best to leave it open-ended such that different combinations of algorithms and data 
sources can be employed and still adhere to this definition. 
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Again, the primary purpose of this document is to assist registries in making the appro-
priate choices given their particular constraints and to explain the repercussions these deci-
sions will have. Because the definition presented here is tailored specifically for a certain 
community of researchers with unique characteristics, it may not be appropriate for other 
research disciplines. It should be noted that although this definition allows for any type of 
geographic output, registries must at least report the results in the formats explicitly defined 
in Standards for Cancer Registries: Data Standards and Data Dictionary (Hofferkamp and Havener 
2008). Best practices relating to the fundamental geocoding concepts developed in this sec-
tion are listed in Best Practices 1. 

 
Best Practices 1 – Fundamental geocoding concepts 

Topic Policy Decision Best Practice 
Geocoding 
concept 

What does geocoding refer to in 
their organization? 

The meaning of geocoding within an 
organization should be consistent with 
that presented in this document. 

Geocoding 
motivation 

When should geocoding be per-
formed? 

Geocoding should be performed when 
descriptive location data need to be 
transformed into numeric spatial data 
to support spatial analysis. 

Geocoding 
vocabulary 

What are the definitions of geo-
coding and its related terms? 

The definitions of geocoding should 
be based on those within this  
document. 
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2. THE IMPORTANCE OF GEOCODING 

This section places geocoding in the larger context of spatial 
analysis performed as part of cancer-related research. 

2.1 GEOCODING’S IMPORTANCE TO HOSPITALS AND CENTRAL REGISTRIES 

As the component ultimately responsible for generating the spatial attributes associated 
with patient/tumor data, geocoding’s primary importance to cancer research becomes clear 
(Rushton et al. 2006, 2008a). Spatial analysis would be extremely difficult, if not impossible, 
in the absence of geocoding. Note that the patient’s address at the time of diagnosis is tu-
mor-level data (i.e., each tumor will have its own record, and each record will have its own 
address). Being time-dependent, this address may vary with each cancer.  

The recent work by Abe and Stinchcomb (2008) relating the results of a North American 
Association of Central Cancer Registries (NAACCR) GIS Committee survey of 72 
NAACCR member registries crystallizes the importance of geocoding in current registry 
practice. They found that 82 percent of the 47 responding registries performed some type of 
address geocoding, and that the average number of addresses geocoded was 1.7 times the 
annual caseload of the registry. For complete details of this survey, refer to NAACCR 
(2008a, 2008b). 

2.2 TYPICAL RESEARCH WORKFLOW 

The important role of the geocoder in cancer-related research is easily highlighted 
through an example of a prototypical research workflow that utilizes geocoding as a compo-
nent. Generally, a spatially inspired research investigation will have two basic components—
data gathering and data analysis. Looking deeper, the data gathering portion involves data 
collection, consolidation, and processing. The data analysis portion involves hypothesis test-
ing using statistical analysis to assess the phenomena in question given the relative strength 
of the supporting evidence. Figure 1 displays an outline of a research workflow that should 
solidify the importance of the geocoder as the link between descriptive locational data and 
numeric (digital) geographic information. 
2.2.1 Data gathering  

Each registry will undoubtedly vary in its exact implementation of the data gathering 
protocol. Generally, when an incidence of cancer is diagnosed, a series of best efforts are 
made to obtain the most accurate data available about the person and their tumor. Many 
types of confidential data will be collected as the patient receives care, including identifiable 
information about the person and their life/medical history, as well as information about the 
diagnosed cancer. Portions of this identifiable information may be obtained directly from the 
patient through interviews with clerical or medical staff at a hospital. Here, the patient will be 
asked for his/her current home address, and possibly a current work address and former 
addresses.  

Time and/or confidentiality constraints may limit the amount of information that can be 
collected by a hospital and only the patient’s current post-diagnosis address may be available 
when consolidation occurs at the registry. The central registry therefore may be expected to 
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determine an address at diagnosis after the data have been submitted from a diagnosing facil-
ity for consolidation. Searching a patient’s medical records, or in some cases linking to De-
partment of Motor Vehicles (DMV) records, may be options to help achieve this (more de-
tail on these practices is provided in Section 19). 

 

 
Figure 1 – Typical research workflow 

 
In any case, the address data obtained represent the descriptive text describing the per-

son’s location in at least one point in time. At this stage a record has been created, but it is as 
of yet completely aspatial (or non-spatial), meaning that it does not include any spatial in-
formation. Although there are multiple methods to collect data and perform address consol-
idation, there are currently no standards in place. Best Practices 2 lists data gathering and 
metadata guides for the hospital and registry, in the ideal cases. Best Practices 3 lists the type 
of residential history data that would be collected, also in the ideal case, but one that has a 
clear backing in the registry (e.g., Abe and Stinchcomb 2008, pp. 123) and research commun-
ities (e.g., Han et al. 2005). Best Practices 4 briefly lists guides for obtaining secondary in-
formation about address data. 
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Best Practices 2 – Address data gathering 

Policy Decision Best Practice 
When, where, how 
and what type of  
address data should be 
gathered? 

Residential history information should be collected. 
 

Collect information as early as possible:  
• As much data as possible at the diagnosing facility 
• As much data as possible at the registry. 
 

Collect information from the most accurate source: 
• Patient 
• Relative 
• Patient/tumor record. 
 

Metadata should describe when it was collected: 
• Upon intake 
• After treatment 
• At registry upon arrival 
• At registry upon consolidation. 
 

Metadata should describe where it was collected: 
• At diagnosing facility 
• At registry. 
 

Metadata should describe how it was collected: 
• Interview in-person/telephone 
• Patient re-contacting 
• From patient/tumor record 
• Researched online. 
 

Metadata should describe the source of the data: 
• Patient 
• Relative 
• Patient/tumor record. 

 

November 10, 2008                                                                                                                11 



A Geocoding Best Practices Guide  

Best Practices 3 – Residential history address data 

Policy Decision Best Practice 
What type of  
residential history  
information should be 
collected? 

Ideally, complete historical address information should be 
collected: 
• Residential history of addresses 
• How long at each address 
• Type of address (home, work, seasonal). 

  
Best Practices 4 – Secondary address data gathering 

Policy Decision Best Practice 
Should secondary  
research methods be 
attempted at the  
registry?  
 
If so, when, which 
ones, and how often? 

Secondary research should be attempted at the registry if  
address data from the diagnosing facility is inaccurate,  
incomplete, or not timely. 
 
All available and applicable sources should be utilized until 
they are exhausted or enough information is obtained: 
• Online searches 
• Agency contacts 
• Patient re-contacting. 

 
Metadata should describe the data sources consulted: 
• Websites 
• Agencies 
• Individuals. 

 
Metadata should describe the queries performed. 
 
Metadata should describe the results achieved, even if  
unsuccessful. 
 
Metadata will need to be stored in locally defined fields. 

 
2.2.2 Conversion to numeric (i.e., digital) data  

How long the patient record remains unaltered depends on several factors, including:  
 
• The frequency with which data are reported to the central registry  
• Whether per-record geocoding (geocoding a single record at a time) or batch-

record geocoding (geocoding multiple records at once) is performed  
• Whether the registry geocodes the data or they already are geocoded when the data 

reaches them  
• Whether geocoding is performed in-house or outsourced.  
 
When the data finally are geocoded, addresses will be converted into numeric spatial re-

presentations that then will be appended to the record. Best practices related to the  
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conversion from descriptive to numeric spatial data (assuming that geocoding is performed 
at the registry) are listed in Best Practices 5. Note that the recommendation to immediately 
geocode every batch of data received may not be a feasible option for all registries under all 
circumstances because of budgetary, logistical, and/or practical considerations involved with 
processing numerous data files. 

 
Best Practices 5 – Conversion to numeric spatial data 

Policy Decision Best Practice 
How long can a 
record remain non-
matched (e.g., must it 
be transformed im-
mediately, or can it 
wait indefinitely?) 

If records are obtained one at a time, they should be  
geocoded when a sufficient number have arrived to offset 
the cost of geocoding (i.e., to achieve economies of scale).  
 
If records are obtained in batches, they should be geocoded 
as soon as possible. 

Should a record ever 
be re-geocoded? If 
so, when and under 
what circumstances? 

The record should retain the same geocode until it is 
deemed to be unacceptably inaccurate. 
 
If new reference data or an improved geocoder are obtained 
and will provably improve a record’s geocode, it should be 
re-geocoded. 
 
If new or updated address data are obtained for a record, it 
should be re-geocoded. 
 
Metadata should describe the reason for the inaccuracy  
determination. 
 
Metadata should retain all historical geocodes. 

 

2.2.3 Spatial association 

Once the data are in this numeric form the quality of the geocoding process can be as-
sessed. If the quality is found to be sufficient, other desired attributes can be associated and 
spatial analysis can be performed within a GIS to investigate any number of scientific out-
comes. For example, records can be visually represented on a map, or values from other da-
tasets can be associated with individual records though the spatial intersection of the geo-
code and other spatial data. Common data associations include spatial intersection with U.S. 
Census Bureau data to associate socioeconomic status (SES) with a record or intersection 
with environmental exposure estimates. See Rushton et al. (2008b) for one example of how 
spatially continuous cancer maps can be produced from geocoded data and/or Waller (2008) 
for concise introductory material on the type of spatial statistical analysis typically performed 
on point and areal unit data in public health research. Best practices related to the conver-
sion from descriptive to numeric to spatial data are listed in Best Practices 6. 
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Best Practices 6 – Spatial association 

Policy Decision Best Practice 
Should data be  
allowed to be spatially 
associated with  
geocoded records?  
 
If so, when and 
where? 

Spatial associations should be allowed if the data to be  
associated meet acceptable levels of accuracy and integrity.  
 
Spatial association should be examined every time an analysis 
is to be run (because the viability of statistical analysis  
techniques will vary with the presence or absence of these 
associations), and can be performed by data consumers or 
registry staff. 
 
Metadata should include the complete metadata of the  
spatially associated data. 

What requirements 
must data meet to be 
spatially associated? 

Data should be considered valid for association if: 
• Its provenance, integrity, temporal footprint, spatial  

accuracy, and spatial resolution are known and can be 
proven. 

• Its temporal footprint is within a decade of the time the 
record was created. 

• Its spatial resolution is equal to or less than that of the 
geocode (i.e., only associate data of lower resolution). 

2.3 WHEN TO GEOCODE 

When the actual geocoding should be performed during the data gathering process is a 
critical component that affects the overall accuracy of the output. There are several options 
that need to be considered carefully, as each has particular benefits and drawbacks that may 
influence the decision about when to geocode. 
2.3.1 Geocoding at the Central Registry 

The first option, geocoding at the central registry, is the process of geocoding pa-
tient/tumor records at the registry once they have been received from facilities and abstrac-
tors. Geocoding traditionally has been the role of the central registry. This can be accom-
plished when a record arrives or after consolidation. The first approach processes one case 
at a time, while the second processes batches of records at a time. One obvious benefit in 
the second case results from economies of scale. It will always be cheaper and more efficient 
to perform automatic geocoding for a set of addresses, or in batch mode, rather than on a 
single address at a time. Although the actual cost per produced geocode may be the same 
(e.g., one-tenth of a cent or less), the time required by staff members in charge of the 
process will be greatly reduced, resulting in definite cost savings. 

Common and practical as this method may be, it also suffers from setbacks. First and 
foremost, if incorrect, missing, or ambiguous data that prevent a geocode from successfully 
being produced have been reported to a registry, it will be more difficult and time consum-
ing to correct at this stage. In fact, most geocoders will not even attempt such corrections; 
instead, they will simply either output a less accurate geocode (e.g., one representing a suc-
cessful geocode at a lower geographic resolution), or not output a geocode at all (Section 18 
provides more discussion of these options).  
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Some of these problems can be rectified by performing interactive geocoding, where-
by the responsible staff member is notified when problematic addresses are encountered and 
intervenes to choose between two equally likely options in the case of an ambiguous address 
or to correct an obvious and easily solvable error that occurred during data entry. Interactive 
geocoding, however, cannot solve the problems that occur when not enough information 
has been recorded to make an intelligent decision, and the patient cannot or should not be 
contacted to obtain further details. Further, interactive geocoding may be too time consum-
ing to be practical. 
2.3.2 Geocoding at the diagnosing facility 

The second, less-likely option, geocoding at the diagnosing facility, is the process of 
geocoding a record at the intake facility while the person performing the intake is conducting 
the ingest or performing the interview and creating the electronic record or abstract. This 
option performs the geocoding as the abstractor, clerical, intake, or registration personnel at 
the hospital (i.e., whomever on the staff is in contact with the patient) is performing the data 
ingest, or when he or she is performing the patient interview and creating their electronic 
record or abstract. Geocoding at this point will result in the highest percentage of valid geo-
codes because the geocoding system itself can be used as a validation tool. In addition, staff 
can ask the patient follow-up questions regarding the address if the system returns it as an 
address that is non-matchable, a sentiment clearly echoed by the emerging trends and atti-
tudes in the cancer registry community (e.g., Abe and Stinchcomb 2008, pp 123). Street-level 
geocoding at the hospital is ideal, but has yet to be realized at most facilities. 

This is an example of one definition for the term real-time geocoding, the process of 
geocoding a record while the patient or the patient’s representative is available to provide 
more detailed or correct information using an iterative refinement approach. Data entry er-
rors resulting from staff input error can be reduced if certain aspects of the address can be 
filled in automatically as the staff member enters them in a particular order, from lowest res-
olution to highest. For instance, the staff can start with the state attribute, followed by the 
United States Postal Service (USPS) ZIP Code. Upon entering this, in some cases both the 
county and city can be automatically filled in by the geocoding system, which the patient 
then can verify. However, if the USPS ZIP Code has other USPS-acceptable postal names or 
represents mail delivery to multiple counties, these defaults may not be appropriate. This 
process also may be performed as interactive or non-interactive geocoding. 

Looking past this and assuming the case of a USPS ZIP Code that can assign city and 
county attributes correctly, a further step can be taken. The street, as defined by its attributes 
(e.g., name, type, directional) can be validated by the geocoding system as actually existing 
within the already-entered county and USPS ZIP Code, and the building number can be 
tested as being within a valid range on that street. At any point, if invalid or ambiguous data 
are discovered by the geocoding system (or the address validation component or stand-alone 
system) as it is being entered, the staff can be instructed to ask follow-up questions to re-
solve the conflicts. Depending on the polices of the central registry, all that may be required 
of a hospital is to ensure that all of the steps that could have provided the patient with the 
opportunity to resolve the conflict were taken and their outcomes documented, even if the 
outcome was a refusal to clarify. If a correct address can be determined, entered, and veri-
fied, the geocoding system then can associate any attributes that were not entered (e.g., the 
directional prefix or suffix of the street name), which can be approved and accepted by the 
staff member if correct, thereby increasing the completeness of the input address data. 
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In the most accurate and highly advanced scenario possible, the generated point can be 
displayed on imagery and shown to the patient who then can instruct the staff member in 
placing the point exactly in the center of their roofline, instead of at its original estimated 
location. Of course, this may not be desired or appropriate in all cases, such as when people 
are afraid to disclose their address for one reason or another. Further, if this strategy were 
employed without properly ensuring the patient’s confidentiality (e.g., performing all geocod-
ing and mapping behind a firewall), explaining the technology that enables it (e.g., any of the 
variety of ArcGIS products and data layers), and what the goal of using it was (i.e., to im-
prove cancer data with the hopes of eventually providing better prevention, diagnosis, and 
care), it would be understandable for patients to be uncomfortable and think that the diag-
nosing facility was infringing on their right to privacy. 

As described, this process may be impossible for several reasons. It may take a substan-
tially greater amount of time to perform than what is available. It assumes that an on-
demand, case-by-case geocoder is available to the staff member, which may not be a reality 
for registries geocoding with vendors. If available, its use may be precluded by privacy or 
confidentiality concerns or constraints, or the reference datasets used may not be the correct 
type or of sufficient quality to achieve the desired level of accuracy. This scenario assumes a 
great deal of technical competence and an in-depth understanding of the geocoding process 
that the staff member may not possess. If this approach were to become widely adopted, 
further questions would be raised as to if and/or when residential history information also 
should be processed. 
2.3.3 Considerations 

These two scenarios illustrate that there are indeed benefits and drawbacks associated 
with performing the geocoding process at different stages of data gathering. When deciding 
which option to choose, an organization also should take note of any trends in past perfor-
mance that can be leveraged or used to indicate future performance. For example, if less 
than 1 percent of address data fails batch-mode processing and requires very little of a staff 
member’s time to manually correct, it may be worth doing. However, if 50 percent of the 
data fail and the staff member is spending the majority of his or her time correcting erro-
neously or ambiguously entered data, another option in which input address validation is 
performed closer to the level of patient contact might be worth considering, but would re-
quire more individuals trained in geocoding—specifically the address validation portion (see 
Section 6.4 for more detail)—at more locations (e.g., hospitals and doctor’s offices). These 
types of tradeoffs will need to be weighed carefully and discussed between both the central 
registry and facility before a decision is made. 

At a higher level, it also is useful to consider the roles of each of the two organizations 
involved: (1) the data submitters, and (2) the central registries. It can be argued that, ideally, 
the role of the data submitter is simply to gather the best raw data they can while they are in 
contact with the patient (although this may not be what actually occurs in practice for a va-
riety of reasons), while the central registries are responsible for ensuring a standardized 
process for turning the raw data into its spatial counterpart. Even if the data submitters per-
form geocoding locally before submitting the data to the central registries, the geocoded re-
sults may be discarded and the geocoding process applied again upon consolidation by the 
central registry to maintain consistency (in terms of geocoding quality due to the geocoding 
process used) amongst all geocodes kept at the central registry. However, even in currently 
existing and used standards, diagnosing facilities (and/or data submitters) are responsible for 
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some of the spatial fields in a record (e.g., the county), so the lines between responsibilities 
have already been blurred for some time. 
Best Practices 7 – When to geocode 

Policy Decision Best Practice 
Where and when is 
geocoding used? 

Geocoding should be performed as early as possible (i.e., as 
soon as the address data become available), wherever the da-
ta are obtained. 
 
Metadata should describe where the geocoding took place: 
• Diagnosing facility 
• Central registry. 

 
Metadata should describe when the geocoding took place: 
• Upon intake 
• Upon transfer from a single registry 
• Upon consolidation from multiple registries 
• Every time it is used for analysis. 

2.4 SUCCESS STORIES 

The use of geocoding and geocoded data in health- and cancer-related research has a 
long, vivid, and exciting history, stretching back many years (e.g., the early attempts in Howe 
[1986]). The use of automated geocoding to facilitate spatial analyses in cancer research has 
enabled entirely new modes of inquiry that were not possible or feasible prior to automated 
geocoding. Several exemplary applications are noted here to illustrate the potential of the 
technique and the success that can be achieved. For a more comprehensive review of re-
search studies that have utilized geocoding as a fundamental component, see the recent re-
view article by Rushton et al. (2006). 

Epidemiological investigation into the links between environmental exposure and disease 
incidence rely heavily on geocoded data and are particularly sensitive to the accuracy that can 
be obtained through the different methods and data sources that can be employed. For ex-
ample, a whole series of studies investigating ambient pesticide exposure in California’s Cen-
tral Valley all have used geocoding as the fundamental component for identifying the loca-
tions of individuals living near pesticide application sites (e.g., Bell et al. 2001; Rull and Ritz 
2003; Rull et al. 2001, 2006a, 2006b; Reynolds et al. 2005; Marusek et al. 2006; Goldberg et 
al. 2007b; and Nuckols et al. 2007). Due to the rapid distance decay inherent in these envi-
ronmental factors, a high level of spatial accuracy was necessary to obtain accurate exposure 
estimates. 

Likewise, in a currently ongoing study, Cockburn et al. (2008) have uncovered evidence 
that the risk of mesothelioma with proximity to the nearest freeway (assessing the possible 
impact of asbestos exposure from brake and clutch linings) is two-fold higher for residences 
within 100 m of a freeway than those over 500 m away, using linear-interpolation geocoding 
based on TIGER/Line files (U.S. Census Bureau 2008d). However, when comparing dis-
tances to freeways obtained from TIGER/Line file geocodes to those obtained from a par-
cel-based interpolation approach, it was shown that 24 percent of the data points had parcel-
based geocode freeway distances in excess of 500 m greater than those derived from TIG-
ER/Line files. This means that up to 24 percent of the data were misclassified in the original 
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analysis. If the misclassification varied by case/control status (under examination), then the 
true relative risk is likely very different from what was observed (biased either to or away 
from the null). 

In addition to its role in exposure analysis, geocoding forms a fundamental component 
of research studies investigating distance and accessibility to care (Armstrong et al. 2008). 
These studies typically rely on geocoded data for both a subject’s address at diagnosis 
(dxAddress) and the facility at which they were treated. With these starting and ending 
points, Euclidean, Great Circle, and/or network distance calculations can be applied to de-
termine both the distance and time that a person must travel to obtain care. Studies using 
these measures have investigated such aspects as disparities in screening and treatment (Stit-
zenberg et al. 2007), the affects of distance on treatment selection and/or outcomes (e.g., 
Nattinger et al. 2001, Stefoski et al. 2004, Voti et al. 2005, Feudtner et al. 2006, and Lianga et 
al. 2007), and for targeting regions for prevention and control activities (e.g., Rushton et al. 
2004). 
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3. GEOGRAPHIC INFORMATION SCIENCE FUNDAMENTALS 

This section introduces the fundamental geographic prin-
ciples used throughout the remainder of the document,  
as well as common mistakes that often are encountered. 

3.1 GEOGRAPHIC DATA TYPES 

In general, GIS data are either vector- or raster-based. Vector-based data consist of 
vector objects or features and rely on points and discrete line segments to specify the loca-
tions of real-world entities. The latter are simply phenomena or things of interest in the 
world around us (i.e., a specific street like Main Street) that cannot be subdivided into phe-
nomena of the same kind (i.e., more streets with new names). Vector data provide informa-
tion relative to where everything occurs—they give a location to every object—but vector 
objects do not necessarily fill space, because not all locations need to be referenced by ob-
jects. One or more attributes (like street names in the aforementioned example) can be as-
signed to individual objects to describe what is where with vector-based data. Raster-based 
data, in contrast, divide the area of interest into a regular grid of cells in some specific se-
quence, usually row-by-row from the top left corner. Each cell is assigned a single value de-
scribing the phenomenon of interest. Raster-based data provide information relative to what 
occurs everywhere—they are space filling because every location in an area of interest cor-
responds to a cell in the raster—and as a consequence, they are best suited for representing 
things that vary continuously across the surface of the Earth.  

Most geocoding applications work with vector-based GIS data. The fundamental primi-
tive is the point, a 0-dimensional (0-D) object that has a position in space but no length. 
Geographic objects of increasing complexity can be created by connecting points with 
straight or curved lines. A line is a 1-D geographic object having a length and is composed 
of two or more 0-D point objects. Lines also may contain other descriptive attributes that 
are exploited by geocoding applications such as direction, whereby one end point or node is 
designated as the start node and the other is designated as the end node. A polygon is a 
geographic object bounded by at least three 1-D line objects or segments with the require-
ment that they must start and end at the same location (i.e., node). These objects have a 
length and width, and from these properties one can calculate the area. Familiar 2D shapes 
such as squares, triangles, and circles are all polygons in vector-based views of the world 
around us.  

Most GIS software supports both vector- and raster-based views of the world, and any 
standard GIS textbook can provide further information on both the underlying principles 
and strengths and weaknesses of these complementary data models. The key aspects from a 
geocoding perspective relative to the methods used to: (1) determine and record the loca-
tions of these objects on the surface of the Earth, and (2) calculate distance because many 
geocoding algorithms rely on one or more forms of linear interpolation.   

 
3.2 GEOGRAPHIC DATUMS AND GEOGRAPHIC COORDINATES 

The positions or locations of objects on the surface of Earth are represented with one or 
more coordinate systems. Specifying accurate x and y coordinates for objects is  
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fundamental for all GIS software and location-based services. However, many different 
coordinate systems are used to record location, and one often needs to transform data in a 
GIS from one reference system to another. 

 There are three basic options: (1) global systems, such as latitude and longitude, are 
used to record position anywhere on Earth’s surface; (2) regional or local systems that aim to 
provide accurate positioning over smaller areas; and (3) postal codes and cadastral reference 
systems that record positions with varying levels of precision and accuracy. The reference 
system to be used for a particular geocoding application and accompanying GIS project will 
depend on the purpose of the project and how positions were recorded in the source data. 

There usually is a geodetic datum that underpins whatever reference system is used or 
chosen. Most modern tools (i.e., GPS receivers) and data sources (i.e., U.S. Geological Sur-
vey National Map, U.S. Census Bureau TIGER/Line files) rely on the North American Da-
tum of 1983 (NAD-83). This and other datums in use in various parts of the world provide a 
reference system against which horizontal and/or vertical positions are defined. It consists 
of an ellipsoid (a model of the size and shape of Earth that accounts for the slight flattening 
at the poles and other irregularities) and a set of point locations precisely defined with refer-
ence to that surface. 

Geographic coordinates, which specify locations in terms of latitude and longitude, 
constitute a very popular reference system. The Prime Meridian (drawn through Greenwich, 
England) and Equator serve as reference planes to define latitude and longitude. Latitude is 
the angle from the plane at the horizontal center of the ellipsoid, the Equator, to the point 
on the surface of the ellipsoid (at sea level). Longitude is the angle between the plane at the 
vertical center of the ellipsoid, the meridian, and the point on the surface of the ellipsoid. 
Both are recorded in degrees, minutes, and seconds or decimal degrees. 
3.3 MAP PROJECTIONS AND REGIONAL REFERENCE SYSTEMS 

Several different systems are used regionally to identify geographic positions. Some of 
these are true coordinate systems, such as those based on the Universal Transverse Mercator 
(UTM) or Universal Polar Stereographic (UPS) map projections. Others, such as the Public 
Land Survey System (PLSS) used widely in the Western United States, simply partition space 
into blocks. The systems that incorporate some form of map projection are preferred if the 
goal is to generate accurate geocoding results. A map projection is a mathematical function 
to transfer positions on the surface of Earth to their approximate positions on a flat surface 
(i.e., a computer monitor or paper map). Several well-known projections exist; the differenc-
es between them generally are determined by which property of the Earth’s surface they seek 
to maintain with minimal distortion (e.g., distance, shape, area, and direction). Fortunately, a 
great deal of time and effort has been expended to identify the preferred map projections in 
many/most parts of the world. 

Hence, the State Plane Coordinate System (SPC) was developed by U.S. scientists in the 
1930s to provide local reference systems tied to a national geodetic datum. Each state has its 
own SPC system with specific parameters and projections. Smaller states such as Rhode Isl-
and use a single SPC zone; larger states such as California and Texas are divided into several 
SPC zones. The SPC zone boundaries in the latter cases typically follow county boundaries. 
The initial SPC system was based on the North American Datum of 1927 (NAD-27) and the 
coordinates were recorded in English units (i.e., feet). Some maps using NAD-27 coordi-
nates are still in use today. 

Improvements in the measurements of both the size and shape of Earth and of positions 
on the surface of Earth itself led to numerous efforts to refine these systems, such that the 
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1927 SPC system has been replaced for everyday use by the 1983 SPC system. The latter is 
based on the NAD-83 and the coordinates are expressed in metric units (i.e., meters). The 
1983 SPC system used Lambert Conformal Conic projections for regions with larger east-
west than north-south extents (e.g., Nebraska, North Carolina, and Texas); the Transverse 
Mercator projections were used for regions with larger north-south extents (e.g., Illinois and 
New Hampshire). There are exceptions—Florida, for example, uses the Lambert Conformal 
Conic projection in its north zone and the Transverse Mercator projection in its west and 
east zones. Alaska uses a completely different Oblique Mercator projection for the thin di-
agonal zone in the southeast corner of the state.  

The choice of map projection and the accompanying coordinate system may have several 
consequences and is a key point to keep in mind during any aspect of the geocoding process 
because distance and area calculations required for geocoding rely on them. The most com-
mon mistake made from not understanding or realizing the distinctions between different 
coordinate systems occurs during distance calculations. Latitude and longitude record angles 
and the utilization of Euclidean distance functions to measure distances in this coordinate 
system is not appropriate. Spherical distance calculations should be used in these instances. 
The simpler Euclidean calculations are appropriate at a local scale because the distortion 
caused by representing positions on a curved surface on a flat computer monitor and/or pa-
per map is minimized. Some special care may be needed if/when the distance calculations 
extend across two or more SPC zones given the way positions are recorded in northings and 
eastings relative to some local origin. Some additional information on these types of compli-
cations can be gleaned from standard GIS textbooks. Best practices relating to geographic 
fundamentals are listed in Best Practices 8. 
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Best Practices 8 – Geographic fundamentals 

Policy Decision Best Practice 
What information should 
be kept about attributes of 
a reference dataset? 

All metadata should be maintained about the type and 
lineage of the reference data (e.g., coordinate system,  
projection). 

What coordinate system 
should reference data be 
kept in? 

Reference data should be kept in a Geographic Coordi-
nate System using the North American Datum of 1983  
(NAD- 1983) and projected when it needs to be  
displayed or have distance-based calculations performed. 
 
If a projected coordinate system is required, an  
appropriate one for the location/purpose should be used. 
 

What projection should be 
used to project reference 
data? 

An appropriate projection should be chosen based on the 
geographic extent of the area of interest and/or what the 
projected data are going to be used for. For further  
information, see any basic GIS textbook.  
 
In general: 
• For most cancer maps, use an equal area projection. 
• For maps with circular buffers, use a conformal 

projection. 
• For calculating distances, use a projection that  

minimizes distance error for the area of interest. 
What distance calculations 
should be used? 

In a projected coordinate space, planar distance metrics 
should be used.  
 
In a non-projected (geographic) coordinate space,  
spherical distance metrics should be used. 
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Part 2: The Components of Geocoding 
 
 
 

Geocoding is an extremely complicated task involving multiple processes and datasets all 
simultaneously working together. Without a fundamental understanding of how these pieces 
all fit together, intelligent decisions regarding them are impossible. This part of the docu-
ment will first look at the geocoding process from a high level, and subsequently perform a 
detailed examination of each component of the process. 
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4. ADDRESS GEOCODING PROCESS OVERVIEW 

This section identifies types of geocoding process and out-
lines the high-level geocoding process, illustrating the major 
components and their interactions. 

4.1 TYPES OF GEOCODING PROCESSES 

Now that geocoding has been defined and placed within the context of the larger con-
cept of spatial analysis, the technical background that makes the process possible will be pre-
sented. The majority of the remainder of this document will focus on the predominant type 
of geocoding performed throughout the cancer research community, software-based geo-
coding. Software-based geocoding is a geocoding process in which a significant portion of 
the components are software systems. From this point forward unless otherwise stated, the 
term “geocoder” will refer to this particular arrangement.  

The software-based geocoding option is presently by far the most economical option 
available to registries and is the most commonly used option. This document will seek to 
inform specific decisions that must be made with regard to software-based geocoding. How-
ever, information will be relevant to other geocoder processes that utilize other tools (e.g., 
GPS devices or identification and coordinate assignment from aerial imagery). The accuracy 
and metadata reporting discussions in particular will be applicable to all types of geocoding 
process definitions. 

In the following sections, the fundamental components of the geocoding process will be 
introduced. The discussion will provide a high-level description of the components in the 
geocoding process and their interactions will be offered to illustrate the basic steps that a 
typical geocoder performs as it produces output from the input provided. Each of these 
steps, along with specific issues and best practice recommendations related to them, will be 
described in greater detail in the sections that follow. Additional introductory material on the 
overall geocoding process, components, and possible sources of error can be found in 
Armstrong and Tiwari (2008) and Boscoe (2008). The theoretical background presented in 
the following sections can be grounded by reviewing the case study of the detailed specific 
geocoding practices and products used in the New Jersey State Cancer Registry (NJSCR) (as 
well as several other registries) available in Abe and Stinchcomb (2008). 

4.2 HIGH-LEVEL GEOCODING PROCESS OVERVIEW 

At the highest level, most generalized geocoding processes involve three separate yet re-
lated components: (1) the descriptive locational input data (e.g., addresses); (2) the geocoder; 
and (3) the spatial output data. These high-level relationships are illustrated in Figure 2.  

The input data to the geocoding process can be any descriptive locational textual in-
formation such as an address or building name. The output can be any form of valid spatial 
data such as latitude and longitude. Geocoding is the process used to convert the input into 
the output, which is performed by the geocoder. 
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Figure 2 – High-level data relationships 

4.3 SOFTWARE-BASED GEOCODERS 

A software-based geocoder is composed of two fundamental components. These are the 
reference dataset and the geocoding algorithm, each of which may be composed of a 
series of sub-components and operations. The geocoding process with these new relation-
ships is depicted in Figure 3. 

 

 
Figure 3 - Schematic showing basic components of the geocoding process 

 
It is likely that the actual software implementation of a geocoder will vary in the nature 

of the components chosen and conceptual representation of the geocoding system. Each 
registry will have its own geocoding requirements, or set of limitations, constraints, or 
concerns that influence the choice of a particular geocoding option. These may be technical, 
budgetary, legal, or policy related and will necessarily guide the choice of a geocoding 
process. Best practices related to determining geocoding requirements are listed in Best Prac-
tices 9. Even though the geocoding requirements may vary between registries, the NAACCR 
standards for data reporting spatial fields as defined in Standards for Cancer Registries: Data 
Standards and Data Dictionary (Hofferkamp and Havener 2008) should be followed by all regi-
stries to ensure uniformity across registries. 
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Best Practices 9 – Geocoding requirements 

Policy Decision Best Practice 
What considerations should affect the 
choice of geocoding requirements? 

Technical, budgetary, legal, and policy  
constraints should influence the  
requirements of a geocoding process. 

When should requirements be reviewed 
and/or changed? 

Ideally, requirements should be revisited 
annually but registries may have constraints 
that extend or shorten this time period. 

 
The general process workflow shown in Figure 4 represents a generalized abstraction of 

the geocoding process. It illustrates the essential components that should be common to any 
geocoder implementation and sufficient for registries with few requirements, while being 
detailed enough to illustrate the decisions that must be made at registries with many detailed 
requirements. This conceptualization also is sufficient to illustrate the generalized steps and 
requirements that geocoder vendors will need to accommodate to work with registries.  

 

 
Figure 4 – Generalized workflow 

 
 

November 10, 2008                                                                                                                27 



A Geocoding Best Practices Guide  

28                                                                                       November 10, 2008                                        

4.4 INPUT DATA 

Input data are the descriptive locational texts that are to be turned into computer-
useable spatial data by the process of geocoding. As indicated earlier (Table 3), the wide va-
riety of possible forms and formats of input data is the main descriptor of a geocoder’s flex-
ibility, as well as a contributing factor to the overall difficulty of implementing geocoding. 

4.4.1 Classifications of input data 
Input data can first be classified into two categories, relative and absolute. Relative in-

put data are textual location descriptions which, by themselves, are not sufficient to produce 
an output geographic location. These produce relative geocodes that are geographic loca-
tions relative to some other reference geographic locations (i.e., based on an interpolated 
distance along or within a reference feature in the case of line vectors and areal units, respec-
tively). Without reference geographic locations (i.e., the line vector or areal unit), the output 
locations for the input data would be unobtainable.  

Examples of these types of data include “Across the street from Togo’s” and “The 
northeast corner of Vermont Avenue and 36th Place.” These are not typically considered 
valid address data for submission to a central registry, but they nonetheless do occur. The 
latter location, for instance, cannot be located without identifying both of the streets as well 
as the cardinal direction in which one must head away from their exact intersection. Normal 
postal street addresses also are relative. The address “3620 South Vermont Avenue” is mea-
ningless without understanding that “3620” denotes a relative geographic location some-
where on the geographic location representing “Vermont Avenue.” It should be noted that 
in many cases, geocoding platforms do not support these types of input and thus may not be 
matchable, but advances in this direction are being made. 

Absolute input data are textual location descriptions which, by themselves, are suffi-
cient to produce an output geographic location. These input data produce an absolute geo-
code in the form of an absolute known location or an offset from an absolute known loca-
tion. Input data in the form of adequately referenced placenames, USPS ZIP Codes, or 
parcel identifiers are examples of the first because each can be directly looked up in a data 
source (if available) to determine a resulting geocode. 

Locations described in terms of linear addressing systems also are absolute by definition. 
For example, the Emergency 911-based (E-911) geocoding systems being mandated in rural 
areas of the United States are (in many cases) absolute because they use distances from 
known mileposts on streets as coordinates. These mileposts are a linear addressing system 
because each represents an absolute known location. It should be noted that in some cases, 
this may not be true because the only implementation action taken to adhere to the E-911 
system was street renaming or renumbering.  

With these distinctions in mind, it is instructive at this point to classify and enumerate 
several commonly encountered forms of input data that a geocoder can and must be able to 
handle in one capacity or another, because these may be the only information available in the 
case in which all other fields in a record are null. This list is presented in Table 4. 
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Table 4 – Common forms of input data with corresponding NAACCR fields and example values 

Type NAACCR Field(s) Example 
Complete postal 
address 

2330: dxAddress - Number and Street 
70: dxAddress - City 
80: dxAddress - State 
100: dxAddress - Postal Code 

3620 S Vermont Ave, Unit 444, Los Angeles, CA 90089 

Partial postal ad-
dress 

2330: dxAddress - Number and Street 3620 Vermont 

USPS PO box 2330: dxAddress - Number and Street 
70: dxAddress - City 
80: dxAddress - State 
100: dxAddress - Postal Code 

PO Box 1234, Los Angeles CA 90089-1234 

Rural Route 2330: dxAddress - Number and Street 
70: dxAddress - City 
80: dxAddress - State 

RR12, Los Angeles CA 

City 70: dxAddress - City Los Angeles 
County 90: County at dx Los Angeles County 
State  CA 
USPS ZIP Code, 
USPS ZIP+4 
(United States 
Postal Service 
2008a) 

100: dxAddress - Postal Code 90089-0255 

Intersection 2330: dxAddress - Supplemental Vermont Avenue and 36th Place 
Named place 2330: dxAddress - Supplemental University of Southern California 
Relative 2330: dxAddress - Supplemental Northeast corner of Vermont Ave and 36th Pl 
Relative 2330: dxAddress - Supplemental Off Main Rd 
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From this list, it is apparent that most input data are based on postal addressing systems, 
administrative units, named places, coordinate systems, or relative descriptions that use one 
of the others as a referent. Input data in the form of postal addresses, or portions thereof, 
are by far the most commonly encountered, and as such this document will focus almost 
exclusively on this input data type. Significant problems may appear when processing postal 
address data because they are among the “noisiest” forms of data available. As used here, 
“noisy” refers to the high degree of variability in the way they can be represented, and to the 
fact that they often include extraneous data and/or are missing required elements. To over-
come these problems, geocoders usually employ two techniques known as address norma-
lization and address standardization. 

4.4.2 Input data processing 
Address normalization organizes and cleans input data to increase its efficiency for use 

and sharing. This process attempts to identify the component pieces of an input address 
(e.g., street number, street name, or USPS ZIP Code) within the input string. The goal is to 
identify the correct pieces in the input data so that it will have the highest likelihood of being 
successfully assigned a geocode by the geocoder. In Table 5, several forms of the same ad-
dress are represented to illustrate the need for address normalization. 

 
Table 5 – Multiple forms of a single address 

Sample Address 
3620 South Vermont Avenue, Unit 444, Los Angeles, CA 90089-0255 
3620 S Vermont Ave, #444, Los Angeles, CA 90089-0255 
3620 S Vermont Ave, 444, Los Angeles, 90089-0255 
3620 Vermont, Los Angeles, CA 90089 
 
Address standardization converts an address from one normalized format into anoth-

er. It is closely linked to normalization and is heavily influenced by the performance of the 
normalization process. Standardization converts the normalized data into the correct format 
expected by the subsequent components of the geocoding process. Address standards may 
be used for different purposes and may vary across organizations because there is no single, 
set format; however, variability in formats presents a barrier to data sharing among organiza-
tions. Interoperability assumes an agreement to implement a standardized format. In Table 
6, several existing or proposed address standards are listed. Best practices related to input 
data are listed in Best Practices 10. 

 
Table 6 – Existing and proposed address standards 

Organization Standard 
USPS Publication 28 (United States Postal Service 2008d)
Urban and Regional  
Information Systems  
Association (URISA)/United 
States Federal Geographic Data 
Committee (FGDC) 

Street Address Data Standard (United States  
Federal Geographic Data Committee 2008b) 

 

30                                                                                       November 10, 2008                                        



                                                                                                                                                              D. W. Goldberg 

Best Practices 10 – Input data (high level) 

Policy Decision Best Practice 
What type of input data can and 
should be geocoded? 

At a minimum, NAACCR standard address data 
should be able to be geocoded. 
 
Ideally, any type of descriptive locational data, 
both relative and absolute, in any address stan-
dard should be an acceptable type of input and 
geocoding can be attempted: 
• Any form of postal address 
• Intersections 
• Named places 
• Relative locations. 

What type of relative input data 
can and should be geocodable? 

At a minimum, postal street addresses. Ideally, 
relative directional descriptions. 

What type of absolute input data 
can and should be geocodable? 

At a minimum, E-911 locations (if they are abso-
lute). 

What type of normalization can 
and should be performed? 

Any reproducible technique that produces certifi-
ably valid results should be considered a valid 
normalization practice: 
• Tokenization 
• Abbreviation (introduction/substitution). 

What type of standardization can 
and should be performed? 

Any reproducible technique that produces certifi-
ably valid results should be considered a valid 
standardization practice. 

4.5 REFERENCE DATASETS 

The reference dataset is the underlying geographic database containing geographic fea-
tures that the geocoder can use to generate a geographic output. This dataset stores all of the 
information the geocoder knows about the world and provides the base data from which the 
geocoder calculates, derives, or obtains geocodes. Interpolation algorithms (discussed in the 
next section) perform computations on the reference features contained in these datasets to 
estimate where the output of the geocoding process should be placed (using the attributes of 
the input address). 

Reference datasets are available in many forms and formats. The sources of these data 
also vary greatly from local government agencies (e.g., tax assessors) to national governmen-
tal organizations (e.g., the Federal Geographic Data Committee [FGDC]). Each must ulti-
mately contain valid spatial geographic representations that either can be returned directly in 
response to a geocoder query (as the output) or be used by other components of the geocod-
ing process to deduce or derive the spatial output. A few examples of the numerous types of 
geographic reference data sources that may be incorporated into the geocoder process are 
listed in Table 7, with best practices listed in Best Practices 11. 
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Table 7 – Example reference datasets 

Type Example 
Vector line file U.S. Census Bureau’s TIGER/Line (United States Census  

Bureau 2008c) 
Vector polygon file Los Angeles (LA) County Assessor Parcel Data (Los Angeles 

County Assessor 2008) 
Vector point file Australian Geocoded National Address File (G-NAF) (Paull 

2003) 
 

Best Practices 11 – Reference data (high level) 

Policy Decision Best Practice 
What types of reference datasets 
can and should be supported by 
a geocoder? 

Linear-, point-, and polygon-based vector reference 
datasets should be supported by a geocoding  
system. 

4.6 THE GEOCODING ALGORITHM 

The geocoding algorithm is the main computational component of the geocoder. This 
algorithm can be implemented in a variety of ways, especially if trends about the input data 
or reference dataset can be determined a priori. 

Generally speaking, any algorithm must perform two basic tasks. The first, feature 
matching, is the process of identifying a geographic feature in the reference dataset corres-
ponding to the input data to be used to derive the final geocode output for an input. A fea-
ture-matching algorithm is an implementation of a particular form of feature matching. 
These algorithms are highly dependent on both the type of reference dataset utilized and the 
attributes it maintains about its geographic features. The algorithm’s chances of selecting the 
correct feature vary with the number of attributes per feature. A substantial part of the over-
all quality of the output geocodes rests with this component because it is responsible for 
identifying and selecting the reference feature used for output derivation.  

The next task, feature interpolation, is the process of deriving a geographic output 
from a reference feature selected by feature matching. A feature interpolation algorithm is 
an implementation of a particular form of feature interpolation. These algorithms also are 
highly dependent on the reference dataset in terms of the type of data it contains and the 
attributes it maintains about these features.  

If one were to have a reference dataset containing valid geographic points for every ad-
dress in one’s study area (e.g., the ADDRESS-POINT [Higgs and Martin 1995a, Ordnance 
Survey 2008] and G-NAF [Paull 2003] databases), the feature interpolation algorithm essen-
tially returns this spatial representation directly from the reference dataset. More often, how-
ever, the interpolation algorithm must estimate where the input data should be located with 
reference to a feature in the reference dataset. Typical operations include linear or areal in-
terpolation (see Section 8) when the reference datasets are street vectors and parcel poly-
gons, respectively. 
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Best Practices 12 – Geocoding algorithm (high level) 

Policy Decision Best Practice 
What type of  
geocoding can and 
should be performed? 

At a minimum, software-based geocoding should be  
performed. 

What forms of feature 
matching should the 
geocoding algorithm 
include? 

The geocoding algorithm should consist of feature-matching 
algorithms consistent with the forms of reference data the 
system supports. Both probability-based and deterministic 
methods should be supported. 

What forms of feature 
interpolation should 
the geocoding  
algorithm include? 

The geocoding algorithm should consist of feature interpola-
tion algorithms consistent with the forms of reference data 
the system supports (e.g., linear-based interpolation if linear-
based reference datasets are used). 

4.7 OUTPUT DATA 

The last component of the geocoder is the actual output data, which are the valid spa-
tial representations derived from features in the reference dataset. As defined in this docu-
ment, these data can have many different forms and formats, but each must contain some 
type of valid spatial attribute.  

The most common format of output is points described with geographic coordinates (la-
titude, longitude). However, the accuracy of these spatial representations suffers when they 
are interpolated, due to data loss during production. Alternate forms can include multi-point 
representations such as polylines or polygons. As noted, registries must at least report the 
results in the formats explicitly defined in Standards for Cancer Registries: Data Standards and Da-
ta Dictionary (Hofferkamp and Havener 2008). 

When using these output data, one must consider the geographic resolution they 
represent in addition to the type of spatial geometry. For example, a point derived by areal 
interpolation from a polygon parcel boundary should not be treated as equivalent to a point 
derived from the aerial interpolation of a polygon USPS ZIP Code boundary (note that a 
USPS ZIP Code is not actually an areal unit; more details on this topic can be found in Sec-
tion 5.1.4). These geocoder outputs, while in the same format and produced through the 
same process, do not represent data at the same geographic resolution and must be differen-
tiated. 

 
Best Practices 13 – Output data (high level) 

Policy Decision Best Practice 
What forms and formats 
can and should be  
returned as output data? 

The geocoding process should be able to return any valid 
geographic object as output. At a minimum, outputs  
showing the locations of point should be supported. 

What can and should be 
returned as output? 

The geocoding process should be able to return the full 
feature it matched to (e.g., parcel polygon if matching to a 
parcel reference dataset), in addition to an interpolated  
version. 
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4.8 METADATA 

Without proper metadata describing each component of the geocoding process and the 
choices that were made at each step, it is nearly impossible to have any confidence in the 
quality of a geocode. With this in mind, it is recommended that all geocodes contain all rele-
vant information about all components used in the process as well as all decisions that each 
component made. Table 8, Table 9, and Table 10 list example geocoding component, 
process, and record metadata items. These lists are not a complete enumeration of every me-
tadata item for every combination of geocoding component, method, and decision, nor do 
they contain complete metadata items for all topics described in this document. These lists 
should serve as a baseline starting point from which registries, geocode developers, and/or 
vendors can begin discussion as to which geocode component information needs documen-
tation. Details on each of the concepts listed in the following tables are described later in the 
document. Component- and decision-specific metadata items for these and other portions of 
the geocoding process are listed in-line through this document where applicable. The crea-
tion and adoption of similar metadata tables describing the complete set of geocoding topics 
covered in this document would be a good first step toward the eventual cross-registry stan-
dardization of geocoding processes; work on this task is currently underway.  
Table 8 – Example geocoding component metadata 

Component Item Example Value 
Input data Normalizer Name of normalizer 

Normalizer version Version of normalizer 
Normalizer strategy Substitution-based 

Context-based 
Probability-based 

Standardizer Name of standardizer 
Standardizer version Version of standardizer 
Standard Name of standard 

Reference dataset Dataset type Lines 
Points 
Polygons 

Dataset name TIGER/Line files 
Dataset age 2008 
Dataset version 2008b 

Feature matching Feature matcher Name of feature matcher 
Feature matcher version Version of feature matcher 
Feature-matching strategy Deterministic 

Probabilistic 
Feature interpolation Feature interpolator Name of feature interpolator 

Feature interpolator version Version of feature interpolator 
Feature interpolator strategy Address-range interpolation 

Uniform lot interpolation 
Actual lot interpolation 
Geometric centroid 
Bounding box centroid 
Weighted centroid 
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Table 9 – Example geocoding process metadata 

Component Decision Example Value 
Substitution-based normalization Substitution table USPS Publication 28 ab-

breviations 
Equivalence func-
tion 

Exact string equivalence 
Case-insensitive equivalence 

Probabilistic feature matching Confidence thre-
shold 

95% 

Probability function Match-unmatch probability 
Attribute weights Weight values 

Uniform lot interpolation Dropback distance 6m 
Dropback direction Reference feature orthogon-

al 
 

Table 10 – Example geocoding record metadata 

Component Decision Example Value 
Substitution-based normalization Original data 3620 So. Vermont Av 

Normalized data 3620 S Vermont Ave 
Probabilistic feature matching Match probability 95% 

Unmatch probability 6% 
Uniform lot interpolation Number of lots on 

street 
6 

Lot width Street length proportional 
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5. ADDRESS DATA 

This section presents an in-depth, detailed examination of the 
issues specifically related to address data including the various 
types that are possible, estimates of their accuracies, and the 
relationships between them. 

5.1 TYPES OF ADDRESS DATA 

Postal address data are the most common form of input data encountered. They can take 
many different forms, each with its own inherent strengths and weaknesses. These qualities 
are directly related to the amount of information that is encoded. There also are specific rea-
sons for the existence of each, and in some cases, plans for its eventual obsolescence. Several 
of the commonly encountered types will be described through examples and illustrations. 
Each example will highlight differences in possible resolutions that can be represented and 
first-order estimates of expected levels of accuracy. 

5.1.1 City-Style Postal Addresses 
A city-style postal address describes a location in terms of a numbered building along 

a street. This address format can be described as consisting of a number of attributes that 
when taken together uniquely identify a postal delivery site. Several examples of traditional 
postal addresses for both the United States and Canada are provided in Table 11. 

 
Table 11 – Example postal addresses 

Example Address 
2121 West White Oaks Drive, Suite C, Springfield, IL, 62704-6495 
1600 Pennsylvania Ave NW, Washington, DC 20006 
Kaprielian Hall, Unit 444, 3620 S. Vermont Ave, Los Angeles, CA, 90089-0255 
490 Sussex Drive, Ottawa, Ontario K1N 1G8, Canada 
 
One of the main benefits of this format is the highly descriptive power it provides (i.e., 

the capability of identifying locations down to sub-parcel levels). In the United States, the 
attributes of a city-style postal address usually include a house number and street name, 
along with a city, state, and USPS ZIP Code. Each attribute may be broken down into more 
descriptive levels if they are not sufficient to uniquely describe a location. For example, unit 
numbers, fractional addresses, and/or USPS ZIP+4 Codes (United States Postal Service 
2008a) are commonly used to differentiate multiple units sharing the same property (e.g., 
3620 Apt 1, 3620 Apt 6E, 3620 ½, or 90089-0255 [which identifies Kaprielian Hall]). Like-
wise, pre- and post-directional attributes are used to differentiate individual street segments 
when several in the same city have the same name and are within the same USPS ZIP Code. 
This case often occurs when the origin of the address range of a street is in the center of a 
city and expands outward in opposite directions (e.g., the 100 North [longer arrow pointing 
up and to the left] and 100 South [shorter arrow pointing down and to the right] Sepulveda 
Boulevard blocks, as depicted in Figure 5). 
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Figure 5 – Origin of both the 100 North (longer arrow pointing up and to the left) and 100 South 
(shorter arrow pointing down and to the right) Sepulveda Boulevard blocks (Google, Inc. 2008b) 

 
Also, because this form of input data is so ubiquitous, suitable reference datasets and 

geocoders capable of processing it are widely available at many different levels of accuracy, 
resolution, and cost. Finally, the significant body of existing research explaining geocoding 
processes based upon this format make it an enticing option for people starting out. 

However, several drawbacks to using data in the city-style postal address format exist. 
These drawbacks are due to the multitude of possible attributes that give these addresses 
their descriptive power. When attributes are missing, not ordered correctly, or if extraneous 
information has been included, significant problems can arise during feature matching. 
These attributes also can introduce ambiguity when the same values can be used for multiple 
attributes. For instance, directional and street suffix indicators used as street names can cause 
confusion as in “123 North South Street” and “123 Street Road.” Similar confusion also may 
arise in other circumstances when numbers and letters are used as street name values as in 
“123 Avenue 2” and “123 N Street.” Non-English-based attributes are commonly encoun-
tered in some parts of the United States and Canada (e.g., “123 Paseo del Rey”) which fur-
ther complicates the geocoding process.  

A final, more conceptual problem arises due to a class of locations that have ordinary 
city-style postal addresses but do not receive postal delivery service. An example of this is a 
private development or gated community. These data may sometimes be the most difficult 
cases to geocode because postal address-based reference data are truly not defined for them 
and systems relying heavily on postal address-based normalization or standardization may 
fail to process them. This also may occur with minor civil division (MCD) names (particular-
ly townships) that are not mailing address components. 

5.1.2 Post Office Box Addresses 
A USPS post office (PO) box address designates a physical storage location at a U.S. 

post office or other mail-handling facility. By definition, these types of data do not represent 
residences of individuals, and should not be considered as such. Conceptually, a USPS PO 
box address removes the street address portion from an address, leaving only a USPS ZIP 
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Code. Thus, USPS PO box data in most cases can never be geocoded to street-level accura-
cy. Exceptions to this include the case of some limited mobility facilities (e.g., nursing 
homes), for which a USPS PO box can be substituted with a street address using lookup 
tables and aliases. Also, the postal codes used in Canada serve a somewhat similar purpose 
but are instead among the most accurate forms of input data because of the organization of 
the Canadian postal system. 

In the majority of cases though, it is difficult to determine anything about the level of ac-
curacy that can be associated with USPS PO box data in terms of how well they represent 
the residential location of an individual. As one example, consider the situation in which a 
person rents a USPS PO box at a post office near their place of employment because it is 
more convenient than receiving mail at their residence. If the person works in a completely 
different city than where they live, not even the city attribute of the USPS PO box address 
can be assumed to correctly represent the person’s residential location (or state for that mat-
ter when, for example, commuters go to Manhattan, NY, from New Jersey or Connecticut). 
Similarly, personal mail boxes may be reported and have the same lack of correlation with 
residence location. Being so frequently encountered, a substantial body of research exists 
dedicated to the topic of USPS PO boxes and their effect on the geocoding process and stu-
dies that use them (e.g., Hurley et al. 2003, Shi 2007, and the references within). 

5.1.3 Rural Route and Highway Contract Addresses 
A Rural Route (RR) or Highway Contract (HC) address identifies a stop on a postal 

delivery route. This format is most often found in rural areas and is of the form “RR 16 Box 
2,” which indicates that mail should be delivered to “Box 2” on the rural delivery route 
“Number 16.” These delivery locations can be composed of several physical cluster boxes at 
a single drop-off point where multiple residents pick up their mail, or they can be single 
mailboxes at single residences.  

Historically, numerous problems have occurred when applying a geocoding process to 
these types of addresses. First and foremost, an RR by definition is a route traveled by the 
mail carrier denoting a path, not a single street (similar to a USPS ZIP Code, as will be dis-
cussed later). Until recently, it was therefore impossible to derive a single street name from a 
numbered RR portion of an RR address. Without a street name, feature matching to a refer-
ence street dataset is impossible (covered in Section 8.1). Further, the box number attribute 
of an RR address did not include any data needed for linear-based feature interpolation. 
There was no indication if a box was not standalone, nor did it relate to and/or inform the 
relative distance along a reference feature. Thus, it was unquantifiable and unusable in a fea-
ture interpolation algorithm. 

 Recently, however, these difficulties have begun to be resolved due to the continuing 
implementation of the E-911 service across the United States. In rural areas where RR ad-
dresses had historically been the predominant addressing system, any production of the re-
quired E-911 geocodes from address geocoding was impossible (for the reasons just men-
tioned). To comply with E-911 regulations, local governments therefore assigned geocodes 
to the RR addresses (and their associated phone numbers) based on the existing linear-based 
referencing system of street mileposts. This led to the creation and availability of a system of 
absolute geocodes for RR addresses.  

Also, for these areas where E-911 had been implemented, the USPS has taken the initia-
tive to create the Locatable Address Conversion System (LACS) database. The primary role 
of this database is to enable RR to city-style postal street address conversion (United States 
Postal Service 2008c). The availability of this conversion tool enables a direct link between 
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an RR postal address and the reference datasets capable of interpolation-based geocoding 
that require city-style postal addresses. The USPS has mandated that all Coding Accuracy 
Support System (CASS) certified software providers must support the LACS database to re-
main certified (United States Postal Service 2008b), so RR to city-style address translation is 
available now for most areas, but at a cost. Note that USPS CASS-certified systems are only 
certified to parse and standardize address data into valid USPS data. This certification is in 
no way a reflection of any form of certification of a geocode produced by the system. 

5.1.4 USPS ZIP Codes and U.S. Census Bureau ZCTAs 

The problems arising from the differences between the USPS ZIP Codes and the U.S. 
Census Bureau’s ZCTA are widely discussed in the geocoding literature, and so they will on-
ly be discussed briefly in this document. In general, the common misunderstanding is that 
the two refer to the same thing and can be used interchangeably, despite their published dif-
ferences and the fact that their negative effects on the geocoding process have been widely 
publicized and documented in the geocoding literature (e.g., Krieger et al. 2002b, Hurley et 
al. 2003, Grubesic and Matisziw 2006). USPS ZIP Codes represent delivery routes rather 
than regions, while a ZCTA represents a geographic area. For an excellent review of USPS 
ZIP Code usage in the literature and a discussion of the differences, effects, and the multi-
tude of ways they can be handled, see Beyer et al. (2008). 

Best practices relating to the four types of input postal address data just described are 
listed in Best Practices 14. 

 
Best Practices 14 – Input data types 

Policy Decision Best Practice 
What types of input  
address data can and 
should be supported? 

Any type of address data should be considered valid  
geocoding input (e.g., city-style and rural route postal  
addresses). 

What is the preferred  
input data specification? 

If possible, input data should be formatted as city-style 
postal addresses. 

Should USPS PO box da-
ta be accepted for  
geocoding? 

If possible, USPS PO box data should be investigated to 
obtain more detailed information and formatted as city-
style postal addresses. 

Should RR or HC data be 
accepted for geocoding? 

If possible, RR and HC data should be converted into 
city-style postal addresses. 

Should USPS ZIP Code 
and/or ZCTA data be 
accepted for geocoding? 

If possible, USPS ZIP Code and/or ZCTA data should 
be investigated for more detailed information and  
formatted as a city-style postal address. 
 
If USPS ZIP Code and/or ZCTA data must be used, 
special care needs to be taken when using the resulting 
geocodes in research, see Beyer et al. (2008) for  
additional guidance. 

Should an input address 
ever be abandoned and 
not used for geocoding? 

If the potential level of resulting accuracy is too low  
given the input data specification and the reference  
features that can be matched, lower level portions of the 
input data should be used (e.g., USPS ZIP Code, city). 
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5.2 FIRST-ORDER ESTIMATES 

The various types of input address data are capable of describing different levels of in-
formation, both in their best and worst cases. First-order estimates of these values one can 
expect to achieve in terms of geographic resolution are listed in Table 12. 

 
Table 12 – First-order accuracy estimates 

Data type Best Case Worst Case 
Standard postal address Sub-parcel State 
USPS PO box USPS ZIP Code centroid State 
Rural route Sub-parcel State 
U.S. National Grid 1 m2 1,000 m2 

5.3 POSTAL ADDRESS HIERARCHY 

As noted in Section 5.1.1, city-style postal addresses are the most common form encoun-
tered in the geocoding process and are extremely valuable given the hierarchical structure of 
the information they contain. This implicit hierarchy often is used as the basis for multi-
resolution geocoding processes that allow varying levels of geographic resolution in the re-
sulting geocodes based on where a match can be made in the hierarchy. This relates directly 
to the ways in which people communicate and understand location, and is chiefly responsi-
ble for enabling the geocoding process to capture this same notion.  

The following city-style postal address has all possible attributes filled in (excluding mul-
tiple street type suffixes), and will be used to illustrate this progression through the scales of 
geographic resolution as different attribute combinations are employed:  

 
 3620 ½ South Vermont Avenue East, Unit 444, Los Angeles, CA, 90089-0255 

 
The possible variations of this address in order of decreasing geographic resolution (with 

0 ranked as the highest) are listed in Table 13. Also listed are the best possible and most 
probable resolutions that could be achieved, along with the ambiguity introduced at each 
resolution. Selected resolutions are also displayed visually in Figure 6. The table and figure 
underscore two observations: (1) the elimination of attributes from city-style postal ad-
dresses degrades the best possible accuracy quite rapidly, and (2) different combinations of 
attributes will have a significant impact on the geographic resolution or granularity of the 
resulting geocode. More discussion on the strengths and weaknesses of arbitrarily ranking 
geographic resolutions is presented in Section 15.1. 
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Table 13 – Resolutions, issues, and ranks of different address types 

Address 
Best  

Resolution
Probable  

Resolution 
Ambiguity Rank

3620 North Vermont 
Avenue, Unit 444, Los 
Angeles, CA, 90089-
0255 

3D Sub-
parcel-level 

Sub-parcel-level none 0 

3620 North Vermont 
Avenue, Los Angeles, 
CA, 90089-0255 

Parcel-level Parcel-level unit, floor 1 

3620 North Vermont 
Avenue, Los Angeles, 
CA, 90089 

Parcel-level Parcel-level unit, floor, 
USPS ZIP 
Code 

2 

3620 Vermont Avenue, 
Los Angeles, CA, 
90089 

Parcel-level Street-level unit, floor, 
street, USPS 
ZIP Code 

3 

Vermont Avenue, Los 
Angeles, CA, 90089 

Street-level USPS ZIP 
Code-level 

building, unit, 
floor, street, 
USPS ZIP 
Code 

4 

90089 USPS ZIP 
Code-level 

USPS ZIP 
Code-level 

building, unit, 
floor, street, 
city 

5 

Vermont Avenue, Los 
Angeles, CA 

City-level City-level, 
though small 
streets may fall 
entirely into a 
single USPS ZIP 
Code 

building, unit, 
floor, street, 
USPS ZIP 
Code 

6 

Los Angeles, CA City-level City-level building, unit, 
floor, street, 
USPS ZIP 

7 

Vermont Avenue, CA State-level State-level building, unit, 
floor, street, 
USPS ZIP, 
city 

8 

CA State-level State-level building, unit, 
floor, street, 
USPS ZIP, 
city 

8 
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Figure 6 – Geographic resolutions of different address components (Google, Inc. 2008b) 
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6. ADDRESS DATA CLEANING PROCESSES 

This section presents a detailed examination of the different 
types of processes used to clean address data and discusses 
specific implementations. 

6.1 ADDRESS CLEANLINESS 

The “cleanliness” of input data is perhaps the greatest contributing factor to the success 
or failure of a successful geocode being produced. As Zandbergen concludes, “improved 
quality control during the original capture of input data is paramount to improving geocod-
ing match rates” (2008, pp. 18). Address data are notoriously “dirty” for several reasons, in-
cluding simple data entry mistakes and the use of non-standard abbreviations and attribute 
orderings. The addresses listed in Table 14 all refer to the same address, but are in complete-
ly different formats, exemplifying why various address-cleaning processes are required. The 
address-cleaning processes applied to prepare input address data for processing will be de-
tailed in the next sections. 

 
Table 14 – Example postal addresses in different formats 

3620 North Vermont Avenue, Unit 444, Los Angeles, CA, 90089-0255 
3620 N Vermont Ave, 444, Los Angeles, CA, 90089-0255 
3620 N. VERMONT AVE., UNIT 444, LA, CA 
N Vermont 3620, Los Angeles, CA, 90089 

6.2 ADDRESS NORMALIZATION 

Address normalization is the process of identifying the component parts of an address 
such that they may be transformed into a desired format. This first step is critical to the 
cleaning process. Without identifying which piece of text corresponds to which address 
attribute, it is impossible to subsequently transform them between standard formats or use 
them for feature matching. The typical component parts of a city-style postal address are 
displayed in Table 15. 
Table 15 – Common postal address attribute components 

Number 3620 
Prefix Directional N 
Street Name Vermont 
Suffix Directional  
Street Type Ave 
Unit Type Unit 
Unit Number 444 
Postal Name (Post Office name, USPS default or acceptable 
name for given USPS ZIP Code) 

 

USPS ZIP Code 90089-0255 
State CA 
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The normalization algorithm must attempt to identify the most likely address attribute to 
associate with each component of the input address. Decades of computer science research 
have been invested into this difficult parsing problem. Many techniques can be applied to 
this problem, some specifically developed to address it and others that were developed for 
other purposes but are nonetheless directly applicable. These approaches range in their level 
of sophistication; examples from the simplistic to highly advanced will now be described. 

6.2.1 Substitution-Based Normalization 
Substitution-based normalization makes use of lookup tables for identifying com-

monly encountered terms based on their string values. This is the most popular method be-
cause it is the easiest to implement. This simplicity also makes it applicable to the fewest 
number of cases (i.e., only capable of substituting correct abbreviations and eliminating 
[some] extraneous data).  

In this method, tokenization converts the string representing the whole address into a 
series of separate tokens by processing it left to right, with embedded spaces used to sepa-
rate tokens. The original order of input attributes is highly critical because of this linear se-
quential processing. A typical system will endeavor to populate an internal representation of 
the parts of the street address listed in Table 15, in the order presented. A set of matching 
rules define the valid content each attribute can accept and are used in conjunction with 
lookup tables that list synonyms for identifying common attribute values. 

As each token is encountered, the system tries to match it to the next empty attribute in 
its internal representation, in a sequential order. The lookup tables attempt to identify known 
token values from common abbreviations such as directionals (e.g., “n” being equal to 
“North,” with either being valid). The matching rules limit the types of values that can be 
assigned to each attribute. To see how it works, the following address will be processed, 
matching it to the order of attributes listed in Table 15: 

 
 “3620 Vermont Ave, RM444, Los Angeles, CA 90089” 

 
In the first step, a match is attempted between the first token of the address, “3620,” and 

the internal attribute in the first index, “number.” This token satisfies the matching rule for 
this internal attribute (i.e., that the data must be a number), and it is therefore accepted and 
assigned to this attribute. Next, a match is attempted between the second word, “Vermont,” 
and the address attribute that comprises the second index, the pre-directional. This time, the 
match will fail because the matching rule for this attribute is that data must be a valid form 
of a directional, and this word is not. The current token “Vermont” then is attempted to be 
matched to the next attribute (index 3, street name). The matching rule for this has no re-
strictions on content, so the token is assigned. The next token, “Ave,” has a match at-
tempted with the valid attributes at index 4 (the post-directional), which fails. Another match 
is attempted with the next address attribute at the next index (5, street type), which is suc-
cessful, so it is assigned. The remainder of the tokens subsequently are assigned in a similar 
manner.  

It is easy to see how this simplistic method can become problematic when keywords va-
lid for one attribute such as “Circle” and “Drive” are used for others as in “123 Circle Drive 
West,” with neither in the expected position of a street suffix type. Best practices related to 
substitution-based normalization are listed in Best Practices 15. 
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Best Practices 15 – Substitution-based normalization 

Policy Decision Best Practice 
When should substitution-based  
normalization be used? 

Substitution-based normalization should be 
used as a first step in the normalization 
process, especially if no other more advanced 
methods are available. 

Which matching rules should be used 
in substitution-based normalization? 

Any deterministic set of rules that create  
reproducible results that are certifiably valid 
should be considered acceptable. 

Which lookup tables (substitution 
synonyms) should be used in  
substitution-based normalization? 

At a minimum, the USPS Publication 28  
synonyms should be supported (United States 
Postal Service 2008d) 

Which separators should be used for 
tokenization? 

At a minimum, whitespace should be used as 
a token separator. 

What level of token matching should 
be used for determining a match or 
non-match? 

At a minimum, an exact character-level match 
should be considered a match. 

6.2.2 Context-Based Normalization 
Context-based normalization makes use of syntactic and lexical analysis to identify the 

components of the input address. The main benefit of this less commonly applied method is 
its support for reordering input attributes. This also makes it more complicated and harder 
to implement. It has steps very similar to those taken by a programming language compiler, a 
tool used by programmers to produce an executable file from plain text source code written 
in a high-level programming language. 

The first step, scrubbing, removes illegal characters and white space from the input da-
tum. The input string is scanned left to right and all invalid characters are removed or re-
placed. Punctuation marks (e.g., periods and commas) are all removed and all white-space 
characters are collapsed into a single space. All characters then are converted into a single 
common case, either upper or lower. The next step, lexical analysis, breaks the scrubbed 
string into typed tokens. Tokenization is performed to convert the scrubbed string into a 
series of tokens using single spaces as the separator. The order of the tokens remains the 
same as the input address. These tokens then are assigned a type based on their character 
content such as numeric (e.g., “3620”), alphabetic (e.g., “Vermont”), and alphanumeric (e.g., 
“RM444”). The final step, syntactic analysis, places the tokens into a parse tree based on a 
grammar. This parse tree is a data structure representing the decomposition of an input 
string into its component parts. The grammar is the organized set of rules that describe the 
language, in this case possible valid combinations of tokens that can legitimately make up an 
address. These are usually written in Backus-Naur form (BNF), a notation for describing 
grammars as combinations of valid components. See the next page for an example of an ad-
dress described in BNF, in which a postal address is composed of two components: (1) the 
street-address-part, and (2) the locality-part. The street-address-part is composed of a house-
number, a street-name-part, and an optional suite-number and suite-type, which would be 
preceded by a comma if they existed. The remaining components are composed in a similar 
fashion: 
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<postal-address> ::= <street-address-part> <locality-part> 
<street-address-part> ::= <house-number> <street-name-part> {"," <suite-number> <suite-type>} 
<street-name-part> ::= {<pre-directional>} <street-name> <street-type> {<post-directional>} 
<locality-part> ::= <town-name> "," <state-code> <USPS-ZIP-Code> {"+" <ZIP-extension>} 
 
The difficult part of context-based normalization is that the tokens described thus far 

have only been typed to the level of the characters they contain, not to the domain of ad-
dress attributes (e.g., street name, post-directional). This level of domain-specific token typ-
ing can be achieved using lookup tables for common substitutions that map tokens to ad-
dress components based on both character types and values. It is possible that a single token 
can be mapped to more than one address attribute. Thus, these tokens can be rearranged 
and placed in multiple orders that all satisfy the grammar. Therefore, constraints must be 
imposed on them to limit the erroneous assignments. Possible options include using an itera-
tive method to enforce the original order of the tokens as a first try, then relaxing the con-
straint by allowing only tokens of specific types to be moved in a specific manner, etc. Also, 
the suppression of certain keywords can be employed such that their importance or relev-
ance is minimized. 

This represents the difficult part of performing context-based normalization—writing 
these relaxation rules properly, in the correct order. One must walk a fine line and carefully 
consider what should be done to which components of the address and in what order, oth-
erwise the tokens in the input address might be moved from their original position and see-
mingly produce “valid” addresses that misrepresent the true address. Best practices related to 
context-based normalization are listed in Best Practices 16. 

6.2.3 Probability-Based Normalization 
Probability-based normalization makes use of statistical methods to identify the com-

ponents of the input address. It derives mainly from the field of machine learning, a sub-
field of computer science dealing with algorithms that induce knowledge from data. In par-
ticular, it is an example of record linkage, the task of finding features in two or more data-
sets that essentially refer to the same feature. These methods excel at handling the difficult 
cases; those that require combinations of substitutions, reordering, and removal of extrane-
ous data. Being so powerful, they typically are very difficult to implement, and usually are 
seen only in research scenarios.  

These algorithms essentially treat the input address as unstructured text that needs to be 
semantically annotated with the appropriate attributes from the target domain (i.e., address 
attributes). The key to this approach is the development of an optimal reference set, which 
is the set of candidate features that may possibly match an input feature. This term should 
not to be confused with reference datasets containing the reference features, even though 
the reference set will most likely be built from them. The reference set defines the search 
space of possible matches that a feature-matching algorithm processes to determine an ap-
propriate match. In most cases, the complexity of performing this search (i.e., processing 
time) grows linearly with the size of the reference set. In the worst case, the search space can 
be composed of the entire reference dataset, resulting in non-optimal searching. The intelli-
gent use of blocking schemes, or strategies designed to narrow the set of candidate values 
(O’Reagan and Saalfeld 1987, Jaro 1989), can limit the size of the search space.  
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Best Practices 16 – Context-based normalization 

Policy Decision Best Practice 
When should context-based 
normalization be used? 

If the correct software can be acquired or  
developed, context-based normalization should be 
used. 

Which characters should be 
considered valid and exempt 
from scrubbing? 

All alpha-numeric characters should be considered 
valid. 
 
Forward slashes, dashes, and hyphens should be 
considered valid when they are between other valid 
characters (e.g., 1/2 or 123-B). 

What action should be taken 
with scrubbed characters? 

Non-valid (scrubbed) characters should be  
removed and not replaced with any character. 

Which grammars should be 
used to define the components 
of a valid address? 

Any grammar based on existing addressing  
standards can be used (e.g., OASIS xAL Standard 
[Organization for the Advancement of Structured 
Information Standards 2008] or the proposed URI-
SA/FGDC address standard [United States Federal 
Geographic Data Committee 2008b]).  
 
The grammar chosen should be representative of 
the address data types the geocoding process is  
likely to see. 

What level of token matching 
should be used for determining 
a match or non-match? 

Only exact case-insensitive character-level matching 
should be considered a match. 

How far from their original  
position should tokens within 
branches of a parse tree be  
allowed to move? 

Tokens should be allowed to move no more than 
two positions of their original location. 

 
After creating a reference set, matches and non-matches between input address elements 

and their normalized attribute counterparts can be determined. The input elements are 
scored against the reference set individually as well as collectively using several measures. 
These scores are combined into vectors and their likelihood as matches or non-matches is 
determined using such tools as support vector machines (SVMs), which have been trained 
on a representative dataset. For complete details of a practical example using this method, 
see Michelson and Knoblock (2005). Best practices related to probability-based normaliza-
tion are listed in Best Practices 17. 
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Best Practices 17 – Probability-based normalization 

Policy Decision Best Practice 
When should  
probability-based 
normalization be 
used? 

If the output certainty of the resulting geocodes meets an 
acceptable threshold, probability-based normalization should 
be considered a valid option. 
 
Experiments should be run to determine what an appropriate 
threshold should be for a particular registry. These  
experiments should contrast the probability of getting a false 
positive versus the repercussions such an outcome will cause. 
 

What level of  
composite score 
should be considered 
a valid match? 

This will depend on the confidence that is required by the 
consumers of the geocoded data. At a minimum, a composite 
score of 95% or above should be considered a valid match. 

6.3 ADDRESS STANDARDIZATION 

More than one address standard may be required or in use at a registry for other purpos-
es during or outside of the geocoding process. Therefore, after attribute identification and 
normalization, transformation between common address standards may be required. The 
difficult portion of this process is writing the mapping functions—the algorithms that 
translate between a normalized form and a target output standard. These functions trans-
form attributes into the desired formats by applying such tasks as abbreviation substitution, 
reduction, or expansion, and attribute reordering, merging, or splitting. These transforma-
tions are encoded within the mapping functions for each attribute in the normalized form.   

Mapping functions must be defined a priori for each of the potential standards that the 
geocoder may have to translate an input address into, and there are commonly many. To bet-
ter understand this, consider that during feature matching, the input address must be in the 
same standard as that used for the reference dataset before a match can be attempted. 
Therefore, the address standard used by every reference dataset in a geocoder must be sup-
ported (i.e., a mapping function is required for each). With the mapping functions defined a 
priori, the standardization process can simply execute the appropriate transformation on the 
normalized input address and a properly standardized address ready for the reference data 
source will be produced. 

In addition to these technical requirements for address standard support, registries must 
select an address standard for their staff to report and in which to record the data. Several 
existing and proposed address standards were listed previously in Table 6. NAACCR re-
commends that when choosing an address standard, registries abide by the data standards in 
Standards for Cancer Registries: Data Standards and Data Dictionary (Hofferkamp and Havener 
2008) which reference United States Postal Service Publication 28 - Postal Addressing Standards 
(United States Postal Service 2008d) and the Canadian equivalent, Postal Standards: Lettermail 
and Incentive Lettermail (Canada Post Corporation 2008). Best practices related to address 
standardization are listed in Best Practices 18. 
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Best Practices 18 – Address standardization 

Policy Decision Best Practice 
Which input data standards 
should be supported for  
standardization? 

At a minimum, all postal address standards for all 
countries for which geocoding are to be performed 
should be supported. 

Which address standard 
should be used for record  
representation? 

Only a single address standard should be used for 
recording standardized addresses along with a  
patient/tumor record. This should be the standard 
defined in the NAACCR publication Data Standards 
for Cancer Registries, Volume II. All input data should be 
standardized according to these guidelines. 

Which mapping functions 
should be used? 

Mapping functions for all supported address  
standards should be created or obtained. 

6.4 ADDRESS VALIDATION 

Address validation is another important component of address cleaning that deter-
mines whether an input address represents a location that actually exists. This should always 
be attempted because it has a direct effect on the accuracy of the geocode produced for the 
input data in question, as well as other addresses that may be related to it (e.g., when per-
forming linear-interpolation as discussed in Section 9.2). Performing address validation as 
close to the data entry as possible is the surest way to improve all aspects of the quality of 
the resulting geocode. Note that even though some addresses may validate, they still may not 
be geocodable due to problems or shortcomings with the reference dataset (note that the 
reverse also is true), which will be covered in more detail in Section 13. 

In the ideal case, this validation will take place not at the central registry, but at the hos-
pital. This practice currently is being implemented in several states (e.g., Kentucky, North 
Carolina, and Wisconsin), and is beginning to look like a feasible option, although regula-
tions in some areas may prohibit it. The most commonly used source is the USPS ZIP+4 
database (United States Postal Service 2008a), but others may be available for different areas 
and may provide additional help.  

The simplest way to attempt address validation is to perform feature matching using a 
reference dataset containing discrete features. Discrete features are those in which a single 
feature represents only a single, real-world entity (e.g., a point feature) as opposed to a fea-
ture that represents a range or series of real-world entities (e.g., a line feature), as described in 
Section 7.2.3. A simple approach would be to use a USPS CASS-certified product to validate 
each of the addresses, but because of bulk mailers CASS systems are prohibited from vali-
dating segment-like reference data, and parcel or address points reference data must be used. 
In contrast, continuous features can correspond to multiple real-world objects, such as 
street segment, which has an address range that can correspond to several addresses. An ex-
ample of this can be seen in the address validation application shown in Figure 7, which can 
be found on the USC GIS Research Laboratory Web site (https://webgis.usc.edu). This im-
age shows the USC Static Address Validator (Goldberg 2008b), a Web-based address valida-
tion tool that uses the USPS ZIP+4 database to search for all valid addresses that match the 
address entered by the user. Once the user clicks search, either zero, one, or more than one 
potential address will be returned to indicate to the user that the information they entered 
did not match any addresses, matched an exact address, or matched multiple addresses. This 
information will allow the user to validate the address in question by determining and cor-
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recting any attributes that are wrong or incomplete that could potentially lead to geocoding 
errors had the non-validated address been used directly. 

 

 
Figure 7 – Example address validation interface (https://webgis.usc.edu) 

 
 If feature matching applied to a reference dataset of discrete features succeeds, the 

matched feature returned will be in one of two categories: a true or false positive. A true 
positive is the case when an input address is returned as being true, and is in fact true (e.g., it 
actually exists in the real world). A false positive is the case when an input address is re-
turned as being true, and is in fact false (e.g., it does not actually exist in the real world). If 
feature matching fails (even after attempting attribute relaxation as described in Section 
8.3.1) the input address will fall again into one of two categories, a true or false negative. A 
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true negative is the case when an input address is returned as being false, and is in fact false. 
A false negative is the case when an input address is returned as being false, and is in fact 
true (e.g., it does actually exist in the real world).  

Both false positives and negatives also can occur due to temporal inaccuracy of reference 
datasets. False positives occur when the input address is actually invalid but appears in the 
reference dataset (e.g., it has not yet been removed). False negatives occur when the input 
address exists, but is not present in the reference dataset (e.g., it has not yet been added). To 
address these concerns, the level of confidence for the temporal accuracy of a reference da-
taset needs to be determined and utilized. To assess this level of confidence, a registry will 
need to consider the frequency of reference dataset update as well as address lifecycle man-
agement in the region and characteristics of the region (e.g., how old is the reference set, 
how often is it updated, and how frequently do addresses change in the region). More details 
on the roots of temporal accuracy in reference datasets are described in Section 13.3. 

Common reference data sources that can be used for address verification are listed in 
Table 16. Although parcel data have proven very useful for address data, it should be noted 
that in most counties, assessors are under no mandate to include the situs address of a par-
cel (the actual physical address associated with the parcel) in their databases. In these cases, 
the mailing address of the owner may be all that is available, but may or may not be the ac-
tual address of the actual parcel. As such, E-911 address points may be an alternative and 
better option for performing address validation. Best practices related to address validation 
are listed in Best Practices 19. Recent work by Zandbergen (2008) provides further discus-
sion on the affect discrete (address point- or parcel-based) versus continuous (address range-
based street segments) reference datasets has on achievable match rates. 

 
Table 16 – Common address verification data sources 

USPS ZIP+4 (United States Postal Service 2008a) 
U.S. Census Bureau Census Tracts 
County or municipal assessor parcels 
 
There appears to be general consensus among researchers and registries that improving 

address data quality at the point of collection should be a task that is investigated, with its 
eventual implementation into existing data entry systems a priority. It is as-of-yet unclear 
how utilizing address validation tools like the USC Web-based address validator shown in 
this section may or may not slow down the data entry process because there have been no 
published reports detailing registry and/or staff experiences, time estimates, or overall cost 
increases. However, preliminary results presented at the 2008 NAACCR Annual Meeting 
(Durbin et al. 2008) on the experience of incorporating a similar system into a data entry sys-
tem used by the State of Kentucky seem to indicate that the time increases are manageable, 
with proper user interface design having a large impact. More research is needed on this is-
sue to determine the cost and benefits that can be obtained using these types of systems and 
the overall impact that they will have on resulting geocode quality. 
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Best Practices 19 – Address validation 

Policy Decision Best Practice 
When should  
address validation 
be used? 

If a trusted, complete address dataset is available, it should be 
used for address validation during both address standardization 
and feature matching and interpolation. 

Which data 
sources should be 
used for address 
validation? 

The temporal footprint of the address validation source should 
cover the period for which the address in question was supposed 
to have existed in the dataset. 
 
If an assessor parcel database is available, this should be used as 
an address validation reference dataset. 

What should be 
done with invalid 
addresses? 

If an address is found to be invalid during address  
standardization, it should be corrected. 
 
If an invalid address is not correctable, it should be associated 
with the closest valid address. 

What metadata 
should be  
maintained? 

If an address is corrected or assigned to the closest valid address, 
the action taken should be recorded in the metadata, and the 
original address should be kept as well. 
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7. REFERENCE DATASETS 

This section identifies and describes the different types of 
reference datasets and the relationships between them. 

7.1 REFERENCE DATASET TYPES 

Vector-based data, such as the U.S. Census Bureau’s TIGER/Line files (United States 
Census Bureau 2008c), are the most frequently encountered reference datasets because their 
per-feature representations allow for easy feature-by-feature manipulation. The pixel-based 
format of raster-based data, such as digital orthophotos, can be harder to work with and 
generally make them less applicable to geocoding. However, some emerging geocoding 
processes do employ raster-based data for several specific tasks including feature extraction 
and correction (as discussed later). 

7.2 TYPES OF REFERENCE DATASETS 

The following sections offer more detail on the three types of vector-based reference da-
tasets—linear-, areal unit-, and point-based—frequently used in geocoding processes, orga-
nized by their degree of common usage in the geocoding process. The descriptions of each 
will, for the most part, be generalizations applicable to the whole class of reference data. Al-
so, it should be noted that the true accuracy of a data source can only be determined with 
the use of a GPS device, or in some cases imagery, and these discussions again are generali-
zations about classes of data sources. An excellent discussion of the benefits and drawbacks 
of geocoding algorithms based on each type of reference dataset is available in Zandbergen 
(2008). 

7.2.1 Linear-Based Reference Datasets 
A linear-based (line-based) reference dataset is composed of linear-based data, 

which can either be simple-line or polyline vectors. The type of line vector contained typical-
ly can be used as a first-order estimate of the descriptive quality of the reference data source. 
Reference datasets containing only simple straight-line vectors usually will be less accurate 
than reference datasets containing polyline vectors for the same area (e.g., when considering 
the shortest possible distance between two endpoints). Curves typically are represented in 
these datasets by breaking single straight-line vectors into multiple segments (i.e., polylines). 
This scenario is depicted in Figure 8, which shows a polyline more accurately describing the 
shape of a street segment than a straight line. 
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Figure 8 – Vector reference data of different resolutions (Google, Inc. 2008b) 

Line-based datasets underpin typical conceptions of the geocoding process and are by far 
the most cited in the geocoding literature. Most are usually representations of street net-
works (graphs), which are an example of a topologically connected set of nodes and edges. 
The nodes (vertices) are the endpoints of the line segments in the graph and the edges 
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(arcs) are lines connecting the endpoints. The term “network” refers to the topological 
connectivity resulting from reference features sharing common endpoints, such that it is 
possible to traverse through the network from feature to feature. Most literature commonly 
defines a graph as G = (V, E), indicating that the graph G is composed of the set of vertices 
V and the set of edges E. The inherent topological connectedness of these graphs enables 
searching. Dijkstra’s (1959) shortest path algorithm is frequently used for route planning, and 
several well known examples of street networks are provided in Table 17. Further details of 
street networks, alternative distance estimations, and their application to accessibility within 
the realm of cancer prevention and control can be found in Armstrong et al. (2008) and the 
references within. 

 
Table 17 – Common linear-based reference datasets 

Name Description Coverage 
U.S. Census Bureau’s TIGER/Line 
files (United States Census Bureau 
2008c) 

Street centerlines U.S. 

NAVTEQ Streets  
(NAVTEQ 2008) 

Street centerlines Worldwide 

Tele Atlas Dynamap, MultiNet  
(Tele Atlas 2008a, c) 

Street centerlines Worldwide 

  
The first dataset listed, the U.S. Census Bureau’s TIGER/Line files, is the most com-

monly used reference dataset in geocoding. The next two are competing products that are 
commercial derivatives of the TIGER/Line files for the United States. All three products 
essentially provide the same type of data, with the commercial versions containing improve-
ments over the TIGER/Lines files in terms of reference feature spatial accuracy and the in-
clusion of more aspatial attributes. The accuracy differences between products can be stun-
ning, as can the differences in their cost.  

Commercial companies employ individuals to drive GPS-enabled trucks to obtain GPS-
level accuracy for their polyline street vector representations. They also often include areal 
unit-based geographic features (polygons) (e.g., hospitals, parks, water bodies), along with 
data that they have purchased or collected themselves. These data collection tasks are not 
inexpensive, and these data therefore are usually very expensive, typically costing on the or-
der of tens of thousands of dollars. However, part of the purchase price usually includes 
yearly or quarterly updates to the entire reference dataset, resulting in very temporally accu-
rate reference data. 

In contrast, new releases of the TIGER/Line files have historically corresponded to the 
decennial Census, resulting in temporal accuracy far behind their commercial counterparts. 
Also, even though support for polyline representations is built into the TIGER/Line file 
data format, most features contained are in fact simple-lines, with very few areal unit-based 
features included. However, while the commercial versions are very expensive, TIGER/Line 
files are free (or, to avoid time-consuming downloading, are available for reasonable fees on 
DVD), making them an attractive option. Also, beginning in 2002, updates to the TIG-
ER/Line files have been released once and now twice per year, resulting in continually im-
proving spatial and temporal accuracy. In some areas, states and municipalities have created 
much higher quality line files; these eventually will be or already have been incorporated into 
the TIGER/Line files. Beginning in 2007, the U.S. Census Bureau has released  
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MAF-TIGER files to replace annual TIGER/Line files; these merge the U.S. Census Bu-
reau’s Master Address File (MAF) with TIGER databases to create a relational database 
management system (RDBMS) (United States Census Bureau 2008b). 

Recent studies have begun to show that in some areas, the TIGER/Line files are essen-
tially as accurate as commercial files (Ward et al. 2005), and are becoming more so over time. 
Some of this change is due to the U.S. Census Bureau’s MAF-TIGER/Line file integration 
and adoption of the new American Community Survey (ACS) system (United States Census 
Bureau 2008a), which itself includes a large effort focused on improving the TIGER/Line 
files, others are due to pressure from the FGDC. These improvements are enabling greater 
public participation and allowing local-scale knowledge with higher accuracy of street fea-
tures and associated attributes (e.g., address ranges), to inform and improve the national-
scale products. 

All of the products listed in Table 17 share the attributes listed in Table 18. These 
represent the attributes typically required for feature matching using linear-based reference 
datasets. Note that most of these attributes correspond directly to the components of city-
style postal address-based input data. 

 
Table 18 – Common postal address linear-based reference dataset attributes 

Attribute Description 
Left side street start address 
number 

Beginning of the address range for left side of the street 
segment 

Right side street start  
address number 

Beginning of the address range for right side of the 
street segment 

Left side street end address 
number 

End of the address range for left side of the street seg-
ment 

Right side street end address 
number 

End of the address range for right side of the street 
segment 

Street prefix directional Street directional indicator 
Street suffix directional Street directional indicator 
Street name Name of street 
Street type Type of street 
Right side ZCTA ZCTA for addresses on right side of street 
Left side ZCTA ZCTA for addresses on left side of street 
Right side municipality code A code representing the municipality for the right side 
Left side municipality code A code representing the municipality for the left side 
Right side county code A code representing the county for the right side 
Left side county code A code representing the county for the left side 
Feature class code A code representing the class of the feature 
 
In street networks, it is common for each side of the reference feature to be treated sep-

arately. Each can be associated with different address ranges and ZCTAs, meaning that one 
side of the street can be in one ZCTA while the other is in another ZCTA (i.e., the street 
forms the boundary between two ZCTAs). The address ranges on each side do not neces-
sary need to be related, although they most commonly are. Attributes of lower geographic 
resolutions than the ZCTA (city name, etc.) usually are represented in the form of a code 
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(e.g., a Federal Information Processing Standard [FIPS] code [National Institute of Standards 
and Technology 2008]), and also applied to each side of the street independently.  

All features typically include an attribute identifying the class of feature it is, e.g., a major 
highway without a separator, major highway with a separator, minor road, tunnel, freeway 
onramp. These classifications serve many functions including allowing for different classes 
of roads to be included or excluded during the feature-matching process, and enabling first-
order estimates of road widths to be assumed based on the class of road, typical number of 
lanes in that class, and typical lane width. In the TIGER/Line files released before March 
2008, these are represented by a Feature Classification Code (FCC), which has subsequently 
been changed to the MAF/TIGER Feature Class Code (MTFCC) in the upgrade to MAF-
TIGER/Line files (United States Census Bureau 2008c). In the more advanced commercial 
versions, additional information such as one-way roads, toll roads, etc., are indicated by bi-
nary true/false values for each possible attribute. 

7.2.2 Polygon-Based Reference datasets 
A polygon-based reference dataset is composed of polygon-based data. These data-

sets are interesting because they can represent both the most accurate and inaccurate forms 
of reference data. When the dataset represents true building footprints, they can be the most 
accurate data source one could hope for when they are based from surveys; they have less or 
unknown accuracy when derived from photographs. Likewise, when the polygons represent 
cities or counties, the dataset quickly becomes less appealing. Most polygon-based datasets 
only contain single-polygon representations, although some include polygons with multiple 
rings. Three-dimensional reference datasets such as building models are founded on these 
multi-polygon representations.  

Polygon reference features often are difficult and expensive to create initially. But when 
available, they typically are on the higher side of the accuracy spectrum. Table 19 lists some 
examples of polygon-based vector reference datasets, along with estimates of their coverages 
and costs. 

 
Table 19 – Common polygon-based reference datasets 

Source Description Coverage Cost 
Tele Atlas 
(2008c), 
NAVTEQ 
(2008) 

Building footprints, parcel foot-
prints 

Worldwide, but 
sparse 

Expensive 

County or 
municipal 
Assessors 

Building footprints, parcel foot-
prints 

U.S., but sparse Relatively 
inexpensive 
but varies 

U.S. Census 
Bureau 

Census Block Groups, Census 
Tracts, ZCTA, MCD, MSA, 
Counties, States 

U.S. Free 

 
The highest quality dataset one can usually expect to encounter are building footprints. 

These data typically enable the geocoding process to return a result with an extremely high 
degree of accuracy, with automated geocoding results of higher quality generally only obtain-
able through the use of 3-D models such as that shown in Figure 9. Three-dimensional 
models also are built from polygon representations but are even less commonly encountered.  
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Figure 9 – Example 3D building models (Google, Inc. 2008a) 

 
Although both building footprints and 3-D polygons are becoming more commonplace 

in commercial mapping applications (e.g., Microsoft Virtual Earth and Google Maps having 
both for portions of hundreds of cities worldwide), these datasets often are difficult or costly 
to obtain, typically requiring a substantial monetary investment. They are most often found 
for famous or public buildings in larger cities or for buildings on campuses where the own-
ing organization has commissioned their creation. It is quite rare that building footprints will 
be available for every building in an entire city, especially for residential structures, but more 
and more are becoming available all the time. 

A person attempting to gather reference data can become frustrated because although 
maps depicting building footprints are widely available, digital copies of the underlying data-
sets can be difficult, if not impossible, to obtain. This happens frequently with paper maps 
created for insurance purposes (e.g., Sanborn Maps), and static digital images such the USC 
Campus Map (University of Southern California 2008) shown in Figure 10. In many cases, it 
is obvious that digital geographic polygon data serve as the basis for online interactive map-
ping applications as in the UCLA Campus Map shown in Figure 11 (University of California, 
Los Angeles 2008), but often these data are not made available to the general public for use 
as a reference dataset within a geocoding process. 
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Figure 10 – Example building footprints in raster format (University of Southern California 2008) 

 
In contrast to building footprints, parcel boundaries are available far more frequently. 

These are descriptions of property boundaries, usually produced by local governments for 
taxation purposes. In most cases they are legally binding and therefore often are created with 
survey-quality accuracy, as shown in Figure 12. However, it should be noted that only a per-
centage of the total actually are produced from surveying, with others being either derived 
from imagery or legacy data. Therefore, “legally-binding” does not equate to “highly accu-
rate” in every instance. 

These data are quickly becoming available for most regions of the United States, with 
some states even mandating their creation and dissemination to the general public at low 
cost (e.g., California [(Lockyer 2005]). Also, the U.S. FGDC has an initiative underway to 
create a national parcel file for the entire country within a few years (Stage and von Meyer 
2005). As an example of their ubiquitous existence, the online site Zillow (Zillow.com 2008) 
appears to have obtained parcel data for most of the urban areas in the United States. 

The cost to obtain parcels usually is set by the locality and can vary dramatically from 
free (e.g., Sonoma County, CA [County of Sonoma 2008]) to very expensive (e.g., $125,000 
for the Grand Rapids, MI Metropolitan Area [Grand Valley Metropolitan Council 2008]). 
Also, because they are created for tax purposes, land and buildings that are not subject to 
local taxation (e.g., public housing, state-owned residential buildings, or residences on mili-
tary bases or college campuses) may be omitted. The attributes which these parcel-based ref-
erence datasets have in common are listed in Table 20. 
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Figure 11 – Example building footprints in digital format (University of California,  
Los Angeles 2008) 
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Figure 12 – Example parcel boundaries with centroids 

 
Table 20 – Common polygon-based reference dataset attributes 

Attribute Description 
Name The name of feature used for search 
Polygon Coordinates  Set of polylines in some coordinate system 
Index code/identifier Code to identify the polygon within the reference data system
  
Similar to point-based reference features, parcel-based reference features are discrete 

(i.e., they typically describe a single real-world geographic feature). Thus, a feature-matching 
algorithm usually will either find an exact match or none at all. Unlike point features, these 
parcel-based features are complex geographic types, so spatial operations can be performed 
on them to create new data such as a centroid (i.e., interpolation). Also, the address asso-
ciated with a parcel may be the mailing address of the owner, not the situs address, or ad-
dress associated with the physical location of the parcel. The benefits and drawbacks of vari-
ous centroid calculations are detailed in Section 9.3. 
 Again, similar to point-based reference datasets, lower-resolution versions of polygon-
based reference datasets are readily obtainable. For example, in addition to their centroids, 
the U.S. Census Bureau also freely offers polygon representations of MCDs, counties, and 
states. The low resolution of these polygon features may prohibit their direct use as spatial 
output, but they do have valuable uses. In particular, they are extremely valuable as the spa-
tial boundaries of spatial queries when a feature-matching algorithm is looking for a line-
based reference feature within another reference dataset. They can serve to limit (clip) the 
spatial domain that must be searched, thus speeding up the result, and should align well with 
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U.S. Census Bureau Census Tract (CT), Census Block Group (CBG), etc. files from the 
same release. 

7.2.3 Point-Based Reference Datasets 
A point-based reference dataset is composed of point-based data. These are the least 

commonly encountered partly because of their usability, and partly because of the wide 
ranges in cost and accuracy. The usability of geographic points (in terms of interpolation po-
tential) is almost non-existent because a point represents the lowest level of geographic 
complexity. They contain no attributes that can be used for the interpolation of other ob-
jects, in contrast to datasets composed of more complex objects (e.g., lines) that do have 
attributes suitable for deriving new geographic objects (e.g., deriving a point from a line us-
ing the length attribute). Their usability is further reduced because most are composed of 
discrete features; however, they are sometimes used in research studies.  

Although this is beneficial for improving the precision of the geocoder (i.e., it will only 
return values for input addresses that actually exist), it will lower the match rate achieved 
(more details on match rate metrics are described in Section 14.2). This phenomenon is in 
contrast to linear-based reference datasets that can handle values within ranges for a feature 
to be matched. This scenario produces the exact opposite effect of the point-based reference 
set—the match rate rises, but precision falls. See Zandbergen (2008) for a detailed analysis of 
this phenomenon. 

The cost of production and accuracy of point-based reference datasets can range from 
extremely high costs and high accuracy when using GPS devices, such as the address points 
available for some parts of North Carolina, to extremely low-cost and variable accuracy 
when building a cache of previously geocoded data (as described in Section 13.4). Several 
examples of well-known, national-scale reference datasets are listed in Table 21, and Abe and 
Stinchcomb (2008, pp. 123) note that commercial vendors are beginning to produce and 
market point-level address data. The attributes listed in Table 22 are common to all products 
listed in Table 21. These form the minimum set of attributes required for a feature-matching 
algorithm to successfully match a reference in a point-based reference dataset. 

 
Table 21 – Point-based reference datasets 

Supplier Product Description Coverage 
Government E-911 Address Points Emergency management 

points for addresses 
Portions of 
U.S. 

Government Postal Codes Postal Code centroids U.S./Canada
Government Census MCD Minor Civil Division  

centroids 
U.S. 

Government Geographic Names In-
formation System  
(United States Board on 
Geographic Names 2008)

Gazetteer of geographic 
features 

U.S. 

Government GeoNames (United 
States National  
Geospatial-Intelligence 
Agency 2008) 

Gazetteer of geographic 
features 

World,  
excepting 
U.S. 

Academia Alexandria Digital  
Library (2008) 

Gazetteer of geographic 
features 

World 
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Table 22 – Minimum set of point-based reference dataset attributes 

Attribute Description 
Name The name of the feature used for the search. 
Point coordinates  A pair of values for the point in some coordinate system. 
 
The United Kingdom and Australia currently have the highest quality point-based refer-

ence datasets available, containing geocodes for every postal address in the country. Their 
creation processes are well documented throughout the geocoding literature (Higgs and Mar-
tin 1995a, Churches et al., 2002, Paull, 2003), as are numerous studies performed to validate 
and quantify their accuracy (e.g., Gatrell 1989). In contrast, neither the United States nor 
Canada can currently claim the existence of a national-scale reference dataset containing ac-
curate geocodes for all addresses in the country. The national-scale datasets that are available 
instead contain lower-resolution geographic features. In the United States, these datasets are 
mostly available from the U.S. Census Bureau (e.g., ZCTAs, centroids, and points 
representing named places such as MCDs). These two datasets in particular are distributed in 
conjunction with the most common linear-based reference data source used, the U.S. Census 
Bureau TIGER/Line files (United States Census Bureau 2008c). USPS ZIP Codes are dif-
ferent than U.S. Census Bureau ZCTAs and their (approximate) centroids are available from 
commercial vendors (covered in more detail in Section 5.1.4). Higher resolution point data 
have been created by individual localities across the United States, but these can be difficult 
to find in some locations unless one is active or has connections in the locality. Best practic-
es relating to reference dataset types are listed in Best Practices 20. 

7.3 REFERENCE DATASET RELATIONSHIPS 

The implicit and explicit relationships that exist between different reference dataset types 
are similar to the components of postal address input data. These can be both structured 
spatially hierarchical relationships and lineage-based relationships. An example of the first is 
the hierarchical relationships between polygon-based features available at different geograph-
ic resolutions of Census delineations in the TIGER/Line files. Census blocks are at the 
highest resolution, followed by CBG, CT, ZCTA, county subdivisions, counties, and/or 
other state subdivisions, etc. The spatially hierarchical relationships between these data types 
are important because data at lower resolutions represent an aggregation of the features at 
the higher level. When choosing a reference feature for interpolation, one can safely change 
from selecting a higher resolution representation to a lower one (e.g., a block to a block 
group) without fear of introducing erroneous data (e.g., the first digit of the block is the 
block group code). The inverse is not true because lower-resolution data are composed of 
multiple higher-resolution features (e.g., a block group contains multiple blocks). When at-
tempting to increase the resolution of the feature type matched to, there will be a level of 
ambiguity introduced as to which is the correct higher resolution feature that should be se-
lected. 
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Best Practices 20 – Reference dataset types 

Policy Decision Best Practice 
What reference datasets 
formats can and should 
be used? 

Any reference dataset format should be supported by a 
geocoding process, both vector- and raster-based. At a 
minimum, vector-based must be supported. 

What vector-based  
reference dataset types 
can and should be used? 

Any vector-based reference dataset type should be  
supported by a geocoding process (e.g., point-, linear-, and 
polygon-based). At a minimum, linear-based must be  
supported. 

Which data source 
should be obtained? 

A registry should obtain the most accurate reference  
dataset they can obtain given their budgetary and technical 
constraints. 
 
Cost may be the influencing factor as to which data source 
to use. 
 
There may be per-product limitations, so all choices and 
associated initiations should be fully investigated before 
acquisition. 

When should a new data 
source be obtained? 

A registry should keep their reference dataset up-to-date as 
best they can within their means. The update frequency will 
depend on budgetary constraints and the frequency with 
which vendors provide updates. 

Should old data sources 
be discarded? 

A registry should retain historical versions of all their  
reference datasets. 

Where can reference 
data be obtained? 

Local government agencies and the FGDC should be  
contacted to determine the types, amounts, and usability of 
reference datasets available. 
 
Commercial firms (e.g., Tele Atlas [2008c] and NAVTEQ 
[2008]) also can be contacted if needs cannot be met by 
public domain data. 

How should reference 
data sources be kept? 

Registries should maintain lists of reference datasets  
applicable to their area across all resolutions (e.g.,  
TIGER/Lines [United States Census Bureau 2008c] – na-
tional, county government roads – regional, parcel  
databases – local). 

 
Examples of derivational lineage-based relationships include the creation of NAVTEQ 

(2008) and Tele Atlas (2008c) as enhanced derivatives of the TIGER/Line files and geo-
code caching, in which the output of a feature interpolation method is used to create a 
point-based reference dataset (as described in Section 13.4). In either of these cases, the ini-
tial accuracy of the original reference dataset is a main determinant of the accuracy of later 
generations. This effect is less evident in the case of TIGER/Line file derivatives because of 
the continual updating, but is completely apparent in reference datasets created from cached 
results. Best practices related to these spatial and derivational reference dataset relationships 
are listed in Best Practices 21. 
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Best Practices 21 – Reference dataset relationships 

Policy Decision Best Practice 
Should primary or derivative reference 
datasets be used (e.g., TIGER/Lines 
or NAVTEQ)? 

Primary source reference datasets should be 
preferred to secondary derivatives unless  
significant improvements have been made 
and are fully documented and can be proven. 

Should lower-resolution aggregate  
reference data be used over original 
individual features (e.g., block groups 
instead of blocks)? 

Moving to lower resolutions (e.g., from block 
to block group) should only be done if  
feature matching is not possible at the higher 
resolution due to uncertainty or ambiguity. 

  
In addition to the inter-reference dataset relationships among different datasets, intra-

reference dataset relationships are at play between features within a single dataset. This can 
be seen by considering various holistic metrics used to describe datasets, which are charac-
teristics describing values over an entire dataset as a whole. Atomic metrics, in contrast, 
describe characteristics of individual features in a dataset. For example, datasets commonly 
purport the holistic metric “average horizontal spatial accuracy” as a single value (e.g., 7 m in 
the case of the TIGER/Line files). However, it is impossible to measure the horizontal spa-
tial accuracy of every feature in the entire set, so where did this number come from? These 
holistic measures are calculated by choosing a representative sample and averaging their val-
ues to derive a metric. For this reason, holistic metrics usually are expressed along with a 
confidence interval (CI), which is a measurement of the percentage of data values that are 
within a given range of values. This is the common and recommended practice for describ-
ing the quality of spatial data, according to the FGDC data standards. 

For example, stating that the data are accurate to 7 m with a CI of 95 percent means that 
for a particular subset of individual features that were tested out of all the possible features, 
roughly 95 percent fall within 7 m. The creator of the dataset usually does not (and usually 
cannot) guarantee that each and every feature within the dataset has this same value as its 
accuracy (which would make it an atomic metric). Although a data consumer generally can 
trust CIs associated with holistic metrics, they must remain aware of the potential for indi-
vidual features to vary, sometimes being much different than those reported for the entire 
set. This phenomenon is commonly most pronounced in the differences in values for feature 
metrics seen in different geographic regions covered by large datasets (e.g., feature accuracy 
in rural versus urban areas). 

Another aspect related to atomic and holistic feature completeness and accuracy is geo-
graphical bias. In one sense, this describes the observation that the accuracy of geographic 
features may be a function of the area in which they are located. Researchers are beginning 
to realize that geocodes produced with similar reported qualities may not actually have the 
same accuracy values when they are produced for different areas. The accuracy of the geo-
coding process as a whole has been shown to be highly susceptible to specific properties of 
the reference features, such as the length of the street segments (Ratcliffe 2001, Cayo and 
Talbot 2003, Bakshi et al. 2004) that are correlated with characteristics such as the rural or 
urban character of a region (e.g., smaller/larger postal code/parcel areas and the likelihood 
of USPS PO box addresses areas [Skelly et al. 2002, Bonner et al. 2003, McElroy et al. 2003, 
Ward et al. 2005]). Likewise, the preponderance of change associated with the reference fea-
tures and input data in rapidly expanding areas will undoubtedly affect the geocoding process 
in different ways in different areas depending on the level of temporal dynamism of the local 
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built environment. This notion is partially captured by the newly coined term cartographic 
confounding (Oliver et al., 2005). Best practices relating to reference dataset characteristics 
are listed in Best Practices 22. 

 
Best Practices 22 – Reference dataset characteristics 

Policy Decision Best Practice 
Should holistic or 
atomic metrics be 
used to describe 
the accuracy of a 
reference dataset? 

If the geographic variability of a region is low or the size of the 
region covered is small (e.g., city scale), the holistic metrics for 
the reference dataset should be used. 
 
If the geographic variability of a region is high or the size of the 
region covered is large (e.g., national scale), the accuracy of  
individual reference features within the area of the input data 
should be considered over the holistic measures. 

Should geographic 
bias be considered 
a problem? 

If the geographic variability of a region is high or the size of the 
region covered is large (e.g., national scale), geographic bias 
should be considered as a possible problem. 
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8. FEATURE MATCHING 

This section investigates the components of a feature-
matching algorithm, detailing several specific implementa-
tions. 

8.1 THE ALGORITHM 

Many implementations of feature-matching algorithms are possible and available, each 
with their own benefits and drawbacks. At the highest and most general level, the feature-
matching algorithm performs a single simple role. It selects the correct reference feature in 
the reference dataset that represents the input datum. The chosen feature then is used in the 
feature interpolation algorithm to produce the spatial output. This generalized concept is 
depicted in Figure 13. The matching algorithms presented in this section are non-
interactive matching algorithms (i.e., they are automated and the user is not directly in-
volved). In contrast, interactive matching algorithms involve the user in making choices 
when the algorithm fails to produce an exact match by either having the user correct/refine 
the input data or make a subjective, informed decision between two equally likely options. 

 

 
Figure 13 – Generalized feature-matching algorithm 

 
8.1.1 SQL Basis 

The form taken by feature-matching algorithms is dictated by the storage mechanism of 
the reference dataset. Therefore, because most reference datasets are stored as traditional 
relational database structures, most matching algorithms usually operate by producing and 
issuing queries defined using the Structured Query Language (SQL). These SQL queries are 
defined in the following format: 
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SELECT   <selection attributes>  
FROM      <data source>  
WHERE   <attribute constraints> 

 
The selection attributes are the attributes of the reference feature that should be re-

turned from the reference dataset in response to the query. These typically include the identi-
fiable attributes of the feature such as postal address components, the spatial geometry of 
the reference feature such as an actual polyline, and any other desired descriptive aspatial 
qualities such as road width or resolution. The data sources are the relational table (or 
tables) within the reference dataset that should be searched. For performance reasons (e.g., 
scalability), the reference dataset may be separated into multiple tables (e.g., one for each 
state) within a national-scale database. The attribute constraints form the real power of the 
query, and consist of zero, one, or more predicates. A predicate is an attribute/value pair 
defining what the value of an attribute must be for a feature to be selected. Multiple predi-
cates can be linked together with “AND” and “OR” statements to form conjunctions and 
disjunctions. Nesting of predicates also is supported through the use of parentheses.  

To satisfy a query, the relational database engine used to store the reference dataset will 
ensure that Boolean Logic is employed to evaluate the attribute constraints against each fea-
ture in the reference dataset, returning only those that evaluate to true statements. The fol-
lowing example would enforce the condition that only reference features whose ‘name’ 
attribute was equal to ‘Vermont’ and had a ‘type’ attribute equal to either ‘AVE’ or ‘ST’ 
would be returned.  

 
SELECT   <attributes>  
FROM     <data source>  
WHERE    name=’Vermont’ and (type=’AVE’ or type=’ST’) 

 
Case sensitivity relates to whether or not a database differentiates between the case of 

alphabetic characters (i.e., upper-case or lower-case) when evaluating a query against refer-
ence features, and if enforced can lead to many false negatives. This is platform dependent 
and may be a user-settable parameter. Best practices related to SQL-type feature matching 
are listed in Best Practices 23. 

 
Best Practices 23 – SQL-like feature matching 

Policy Decision Best Practice 
What level of training does 
staff need to perform  
feature matching? 

At a minimum, staff should be trained to understand 
how to create and work with simple database  
applications such as Microsoft Access databases. 

Should case-sensitivity be 
enforced? 

Case-sensitivity should not be enforced in feature 
matching. 
 
All data should be converted to upper case as per 
NAACCR data standards. 
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8.2 CLASSIFICATIONS OF MATCHING ALGORITHMS 

Feature-matching algorithms generally can be classified into two main categories: deter-
ministic and probabilistic. A deterministic matching method is based on a series of rules 
that are processed in a specific sequence. These can be thought of as binary operations; a 
feature is either matched or it is not. In contrast, a probabilistic matching method uses a 
computational scheme to determine the likelihood, or probability, that a feature matches and 
returns this value for each feature in the reference set.  

It should be noted that each normalization process from Section 6.2 can be grouped into 
these two same categories. Substitution-based normalization is deterministic, while context- 
and probability-based are probabilistic. Address normalization can be seen as a higher-
resolution version of the feature-matching algorithm. Whereas feature-matching maps the 
entire set of input attributes from the input data to a reference feature, address normalization 
matches each component of the input address to its corresponding address attribute. These 
processes are both linking records to a reference set—actual features in the case of feature 
matching and address attributes in the case of normalization. Note that Boscoe (2008) also 
can be consulted for a discussion of portions of the matching techniques presented in this 
section. 
8.3 DETERMINISTIC MATCHING 

The main benefit of deterministic matching is the ease of implementation. These algo-
rithms are created by defining a series of rules and a sequential order in which they should be 
applied. The simplest possible matching rule is the following: 

 
“Match all attributes of the input address to the corresponding attributes of 
the reference feature.” 

 
This rule will either find and return a perfect match, or it will not find anything and sub-

sequently return nothing; a binary operation. Because it is so restrictive, it is easy to imagine 
cases when this would fail to match a feature even though the feature exists in reality (i.e., 
false negatives). As one example, consider a common scenario in which the reference dataset 
contains more descriptive attributes than the input address, as is seen in the following two 
example items. The first is an example postal address with only the attributes street number 
and name defined. The second (Table 23) depicts a reference feature that is more descriptive 
(i.e., it includes the pre-directional and suffix attributes_:  

 
“3620 Vermont” 

 
Table 23 – Attribute relation example, linear-based reference features 

From To Pre-directional Name Suffix 
3600 3700 South Vermont Ave 

 
In both of these cases, the restrictive rule would fail to match and no features would be 

returned when one or two (possibly) should have been.  
8.3.1 Attribute Relaxation 

In practice, less restrictive rules than the one previously listed tend to be created and ap-
plied. Attribute relaxation, the process of easing the requirement that all street address 
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attributes must exactly match a feature in the reference data source to obtain a matching 
street feature, often is applied to create these less restrictive rules. It generally is only applied 
in deterministic feature matching because probabilistic methods can account for attribute 
discrepancies through the weighting process. Relaxation is commonly performed by remov-
ing or altering street address attributes in an iterative manner using a predefined order, the-
reby increasing the probability of finding a match while also increasing the probability of er-
ror. Employing attribute relaxation, the rule previously defined could become: 

 
“Match all attributes which exist in the input address to the corresponding 
attributes of the reference feature” 

 
In this case, missing attributes in the input data will not prohibit a match and the feature 

“3600-3700 South Vermont Ave” can be matched and returned. This example illustrates 
how to allow attributes present in the reference features to be missing in input data, but 
there is nothing stopping a matching algorithm from allowing the disconnect the other way 
around, with attributes missing from the reference dataset but present in the input data. 
However, this example also shows how ambiguity can be introduced. Take the same relaxed 
matching rule and apply it to the features listed in Table 24 and two matches would be re-
turned. More detail on feature-matching ambiguity is provided in Section 14. 

 
Table 24 – Attribute relation example, ambiguous linear-based reference features 

From To Pre-directional Name Suffix 
3600 3700 South Vermont Ave 
3600 3700  Vermont Pl 

 
It is important to reiterate that relaxation algorithms should be implemented in an itera-

tive manner, relaxing attributes in a specific order through a pre-defined series of steps and 
passes (Levine and Kim 1998). A pass relaxes a single (or multiple) attributes within a step. 
These passes start with the least descriptive attributes (those whose removal creates the least 
amount of error) and progress upward through more and more descriptive attributes. A step 
relaxes a single (or multiple) attributes at once, such that: (1) the resulting certainty of the 
relaxed address effectively moves to another level of geographic resolution, the (2) ambiguity 
introduced increases exponentially, or (3) the complexity of an interactive exhaustive disam-
biguation increases linearly. 

Within each step, several passes should be performed. These passes should relax the dif-
ferent attributes individually and then in conjunction, until no more combinations can be 
made without resulting in a step to another level of geographic resolution. The order in 
which they are relaxed can be arbitrary and will have minimal consequence because steps are 
the real influencing factor. Note that relaxing the house number increases the ambiguity li-
nearly because n = number of houses on street, while relaxing all other attributes increases 
the ambiguity exponentially because n = the number of possible new segments that can be 
included.  

The preferred order of steps and passes is displayed in Table 25 through Table 27 (the 
pass ordering has been arbitrarily selected). The ambiguity column describes the domain of 
potential matches that could all equally be considered likely. The relative exponent and mag-
nitude of ambiguity column is an estimate that shows how the magnitude of ambiguity 
should be calculated and the order of the derived exponent of this ambiguity (in  
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parentheses). The relative magnitude of spatial error column is an estimate of the total area 
within which the correct address should be contained and the exponent of this ambiguity (in 
parentheses). The worst-case resolution column lists the next level of accuracy that could be 
achieved when disambiguation is not possible and assumes that the lower-order attributes 
below those that are being relaxed are correct. Note that the last two rows of Table 26 could 
belong to either pass 5 or 6 because the ambiguity has increased exponentially and the search 
complexity has increased linearly, but the effective level of geographic certainty remains the 
same (USPS ZIP Code).  
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Table 25 – Preferred attribute relaxation order with resulting ambiguity, relative magnitudes of ambiguity and spatial error, and worst-case  
resolution, passes 1 – 4 

  

Step Pass 
Relaxed 
Attribute 

Ambiguity 
Relative Exponent and Magnitude 

of Ambiguity 
Relative Magnitude 

of Spatial Error 
Worst-Case 
Resolution 

1 1 none none (0) none certainty of address 
location 

single 
address  
location 

2 1 number multiple houses 
on single street 

(0) # houses on street length of street single street

3 1 pre single house on 
multiple streets 

(1) # streets with same name and different pre bounding area of locations 
containing same number 
house on all streets with 
the same name 

USPS ZIP
Code 3 2 post (1) # streets with same name and different post

3 3 type (1) # streets with same name and different type

4 1 number, pre multiple houses 
on multiple 
streets 

(2) # houses on street * # streets with same name 
and different pre 

bounding area of all 
streets with the same 
name 4 2 number, type (2) # houses on street * # streets with same name 

and different type 
4 3 number, post (2) # houses on street * # streets with same name 

and different post 
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Table 26 – Preferred attribute relaxation order with resulting ambiguity, relative magnitudes of ambiguity and spatial error, and worst-case  
resolution, pass 5 

Step Pass 
Relaxed 
Attribute 

Ambiguity Relative Magnitude of Ambiguity 
Relative Magnitude of 

Spatial Error 
Worst-Case 
Resolution 

5 1 pre, type single house on 
multiple streets 

(2) # streets with same name and different pre * 
# streets with same name and different type 

bounding area of locations 
containing same number 
house on all streets with 
the same name 

USPS ZIP
Code 

5 2 pre, post (2) # streets with same name and different pre * 
# streets with same name and different post 

5 3 post, type (2) # streets with same name and different pre * 
# streets with same name and different type 

5 5 number, pre, 
type 

multiple houses 
on multiple 
streets 

(2) # houses on street * # streets with same name 
and different pre * # streets with same name and 
different type 

bounding area of all 
streets with the same 
name 

5 6 number, pre, 
post 

(2) # houses on street * # streets with same name 
and different pre * # streets with same name and 
different post 

5 7 number, post, 
type 

(2) # houses on street * # streets with same name 
and different post * # streets with same name 
and different type 

5 8 number, pre, 
post, type 

(2) # houses on street * # streets with same name 
and different pre * # streets with same name and 
different post * # streets with same name and 
different type 

5/6 9 pre, post, type single house on 
multiple streets 

(3) # streets with same name and different pre * 
# streets with same name and different post * # 
streets with same name and different type 

bounding area of locations 
containing same number 
house on all streets with 
the same name 

USPS ZIP
Code 

5/6 10 number pre, 
post, type 

single house on 
multiple streets 

(3) # houses on street * # streets with same name 
and different pre * # streets with same name and 
different post * # streets with same name and 
different type 

bounding area of all 
streets with the same 
name 

USPS ZIP
Code 
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Table 27 – Preferred attribute relaxation order with resulting ambiguity, relative magnitudes of spatial error, and worst-case resolution, pass 6 

Step Pass 
Relaxed 
Attribute 

Ambiguity Relative Magnitude of Ambiguity 
Relative Magnitude 

of Spatial Error 
Worst-Case 
Resolution 

6 2 pre, type, USPS 
ZIP Code 

single house on 
multiple streets 
in multiple USPS 
ZIP Codes 

(3) # streets with same name and different pre * 
# streets with same name and different type * # 
USPS ZIP Codes that have those streets 

bounding area of locations 
containing same number 
house on all streets with 
the same name in all 
USPS ZIP Codes 

city

6 3 pre, post, USPS 
ZIP Code 

(3) # streets with same name and different pre * 
# streets with same name and different post * # 
USPS ZIP Codes that have those streets 

city

6 4 post, type, USPS 
ZIP Code 

(3) # streets with same name and different post * 
# streets with same name and different type * # 
USPS ZIP Codes that have those streets 

city

6 4 number, pre, 
type, USPS ZIP 
Code 

multiple houses
on multiple 
streets in mul-
tiple USPS ZIP 
Codes 

(3) # houses on street * # streets with same name 
and different pre * # streets with same name and 
different type * # USPS ZIP Codes that have 
those streets 

bounding area of all 
streets with the same 
name in all USPS ZIP 
Codes 

city

6 5 number, pre, 
post, USPS ZIP 
Code 

(3) # houses on street *# streets with same name 
and different pre * # streets with same name and 
different post * # USPS ZIP Codes that have 
those streets 

city

6 6 number, post, 
type, USPS ZIP 
Code 

(3) # houses on street *# streets with same name 
and different post * # streets with same name 
and different type * # USPS ZIP Codes that have 
those streets 

city

6 4 number, pre, 
type, post, USPS 
ZIP Code 

(3) # houses on street *# streets with same name 
and different pre * # streets with same name and 
different post * # streets with same name and 
different type * # USPS ZIP Codes that have 
those streets 

city
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An example of the first few iterations of the algorithm is depicted in Figure 14. This dia-
gram shows how each step moves the certainty of the result to a lower geographic resolu-
tion. It should be noted that the authors who originally developed these attribute relaxation 
techniques recommend never relaxing the street name attribute (Levine and Kim 1998). In 
their case, this action led to the introduction of a great deal of error due to the similarity in 
different Hawaiian street names. Best practices relating to deterministic feature matching are 
listed in Best Practices 24. 

 

 
Figure 14 – Example relaxation iterations 
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Best Practices 24 – Deterministic feature matching 

Policy Decision Best Practice 
When should deterministic 
matching be used? 

Deterministic matching should be the first feature- 
matching type attempted. 

What types of matching rules 
can and should be used? 

Any deterministic set of rules can be used, but they 
should always be applied in the same order.  

What order of matching rules 
can and should be applied? 

Rules should be applied in order of decreasing  
restrictiveness, starting from the most restrictive 
such that tightly restrictive rules are applied first, 
and progressively less restrictive rules are applied 
subsequently upon a previous rule’s failure.  

Should attribute relaxation be 
allowed? 

Attribute relaxation should be allowed when using 
deterministic feature matching. 

What order should attributes be 
relaxed? 

Attribute relaxation should occur as the series of 
steps and passes as listed in this document. 

 
8.4 PROBABILISTIC MATCHING 

Probabilistic matching has its roots in the fields of probability and decision theory, and 
has been employed in geocoding processes since the outset (e.g., O’Reagan and Saalfeld 
1987, Jaro 1989). The exact implementation details can be quite messy and mathematically 
complicated, but the concept in general is quite simple.  

The unconditional probability (prior probability) is the probability of something oc-
curring, given that no other information is known. Mathematically, the unconditional proba-
bility, P, of an event, e, occurring is notated P(e), and is equivalent to (1 - the probability of 
the event not occurring), that is, P(e) = 1 – P(¬e).  

In contrast, the conditional probability is the probability of something occurring, given 
that other information is known. Mathematically, having obtained additional information, I, 
the conditional probability, P, of event e occurring given that I is true, P(i|e), defined as the 
probability of I and e occurring together divided by the probability that e that occurs alone as 
in Equation 1. 

 

 
Equation 1 – Conditional probability 

 
In probabilistic matching, the match probability is a degree of belief ranging from 0 to 

1 that a feature matches. These systems report this degree of belief that a feature matches 
(the easy part) based on and derived from some criteria (the hard part). A degree of belief of 
0 represents a 0 percent chance that it is correct, while a 1 represents a 100 percent chance. 
The confidence threshold is the probability cutoff point determined by the user above 
which a feature is accepted and below which it is rejected. To harness the power of these 
probabilities and achieve feature results that would not otherwise be obtainable, the use of 
this approach requires the acceptance of a certain level of risk that an answer could be 
wrong.  

 There are many forms of probabilistic feature matching, as the entire field of record 
linkage is focused on this task. Years of research have been devoted to this problem, with 
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particular interest paid to health and patient records (e.g., Winkler 1995, Blakely and Sal-
mond 2002). In this section, to illustrate the basic concepts and present a high-level over-
view, one common approach will be presented: attribute weighting. 
8.4.1 Attribute weighting  

Attribute weighting is a form of probabilistic feature matching in which probability-
based values are associated with each attribute, and either subtract from or add to the com-
posite score for the feature as a whole. Then, the composite score is used to determine a 
match or non-match. In this approach each attribute of the address is assigned two probabil-
ities, known as weights. These weights represent the level of importance of the attribute, 
and are a combination of the matched and unmatched probabilities. The matched proba-
bility is the probability of two attributes matching, m, given that the two records match, M. 
Mathematically, this is denoted as the conditional probability P(m|M). This probability can 
be calculated with statistics over a small sample of the total dataset in which the input datum 
and the reference feature do actually match. The error rate, α, denotes instances in which 
the two attributes do not actually match, even though the two records do match. Thus, 
P(m|M) = 1 – α. In the existing literature, the full probability notation usually is discarded, 
and P(m|M) is simply written as m. It should be noted that α generally is high. 

The unmatched probability is the probability that the two attribute values match, m, 
given that the two records themselves do not match, ¬M. Mathematically, this denoted by 
the conditional probability P(m|¬M). This second probability represents the likelihood that 
the attributes will match at random, and can be calculated with statistics over a small sample 
of the total dataset for which the input data and the reference do not match. Again, 
P(m|¬M) usually is denoted simply as u. It should be noted that u generally is low for direc-
tionals, but is higher for street names. 

 From these two probabilities m and u, frequency indices for agreement, fa , and disa-
greement, fd , can be calculated and used to compute the positive and negative weights for 
agreement and disagreement, wa , and, wd , as in Equation 2. 
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Equation 2 – Agreement and disagreement probabilities and weights 

 
These weights are calculated for each of the attributes in the reference dataset a priori. 

Composite scores for input data are created on-the-fly during feature matching by summing 
the attribute weights of the individual input attributes as compared against the reference fea-
ture attributes. Where an agreement is found, wa , it is added to the score, and where a disa-
greement is found, wd , it is subtracted. This composite score is the probability used to de-
termine if the feature is a match (i.e., if it is above the confidence threshold). Excellent 
descriptions of this and other more advanced record linkage algorithms can be found in Jaro 
(1989), Blakely and Salmond (2002), Meyer et al. (2005), and Boscoe (2008) as well as in the 
references contained within each. Best practices related to probabilistic feature matching are 
listed in Best Practices 25. 
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Best Practices 25 – Probabilistic feature matching 

Policy Decision Best Practice 
When should  
probabilistic matching 
be used? 

Probabilistic matching should be used when deterministic 
feature matching fails, and if the consumers of the data are 
comfortable with the confidence threshold. 

What confidence thre-
shold should be consi-
dered acceptable? 

At a minimum, a 95% confidence threshold should be  
acceptable. 

What metadata should 
be maintained? 

The metadata should describe the match probability. 

How and when should 
match probabilities for 
different attributes be 
calculated? 

Match probabilities for different attributes should be  
calculated a priori for the reference dataset by using a  
computational approach that randomly selects records and 
iterates continuously until the rate stabilizes. 

How and when should 
unmatch probabilities 
for different attributes 
be calculated? 

Unmatch probabilities for different attributes should be 
calculated a priori for the reference dataset by using a  
computational approach that randomly selects records and 
iterates continuously until the rate stabilizes. 

How and when should 
confidence thresholds 
be re-evaluated? 

Confidence thresholds should continuously be re-evaluated 
based on the frequency with which attribute values are  
encountered. 

How and when should 
composite weights be 
re-evaluated? 

Composite weights should continuously be re-evaluated 
based on the frequency with which attribute values are  
encountered. 

8.5 STRING COMPARISON ALGORITHMS 

Any feature-matching algorithm requires the comparison of strings of character data to 
determine matches and non-matches. There are several ways this can be attempted, some 
more restrictive or flexible in what they are capable of matching than others. The first, cha-
racter-level equivalence, enforces that each character of two strings must be exactly the 
same. In contrast, essence-level equivalence uses metrics capable of determining if two 
strings are “essentially” the same. This allows for minor misspellings in the input address to 
be handled, returning reference features that “closely match” what the input may have “in-
tended.” These techniques are applicable to both deterministic and probabilistic matching 
algorithms because relaxing the spelling of attributes using different string matching algo-
rithms is a form of attribute relaxation. In all cases, careful attention must be paid to the ac-
curacy effects when these techniques are employed because they can and do result in incor-
rect features being returned. 

Word stemming is the simplest version of an essence-level equivalence technique. 
These algorithms reduce a word to its root (stem), which then is used for essence-level equi-
valence testing. The Porter Stemmer (Porter 1980) is the most famous of these. It starts by 
removing common suffixes (e.g., “-ed,” “-ing,”) and additionally applies more complex rules 
for specific substitutions such as “-sses” being replaced with “-ss.” The algorithm is fairly 
straightforward and run as a series of steps. Each progressive step takes into account what 
has been done before, as well as word length and potential problems with a stem if a suffix is 
removed.  
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Phonetic algorithms provide an alternative method for encoding the essence of a 
word. These algorithms enable essence-level equivalence testing by representing a word in 
terms of how it sounds when it is pronounced (i.e., phonetically). The goal of these types of 
algorithms is to produce common representations for words that are spelled differently, yet 
sound the same. The Soundex algorithm is the most famous of this class of algorithms. It 
has existed since the late 1800s and originally was used by the U.S. Census Bureau. The algo-
rithm is very simple and consists of the following steps:  

 
1) Keep the first letter of the string 
2) Remove all vowels and the letters y, h, and w, unless they are the first letter 
3) Replace all letters after the first with numbers based on a known table 
4) Remove any numbers which are repeated in a row 
5) Return the first four characters, padded on the right with zeros if there are less 
than four. 

 
Producing an encoded form of any information necessarily loses information (unless 

they are defined as exact equivalents). Stemming and phonetic algorithms, while efficient and 
precise, still suffer from this fact and can produce inaccurate results in the context of match-
ing street names. In particular, two originally unrelated attribute values can become related 
during the process. Table 28 presents examples of words encoded by both algorithms that 
result in ambiguities. 

 
Table 28 – String comparison algorithm examples 

Original Porter Stemmed Soundex 
Running Ridge run ridg R552 R320 
Runs Ridge run ridg R520 R320 
Hawthorne Street  hawthorn street H650 S363 
Heatherann Street  heatherann street  H650 S363 
 
To minimize these negative effects or data loss, feature-matching algorithms can attempt 

string comparisons as a two-step process. The first pass can use an essence-level comparison 
to generate a set of candidate reference features. The second pass then can generate a prob-
ability-based score for each of the candidates using the original text of the attributes, not the 
essence-level derivations. The values from the second pass then can be used to determine 
the likelihood of correctness. Best practices related to string comparison algorithms are listed 
in Best Practices 26. 
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Best Practices 26 – String comparison algorithms 

Policy Decision Best Practice 
When and how should  
alternative string compari-
son algorithms be used? 

Alternative string comparison algorithms should be 
used when no exact feature matches can be identified. 
 
A two-step approach should be used to compare the 
original input with the essence-level equivalence match 
to determine the match and unmatched probabilities 
(as in the probability-based feature-matching  
approach). 

What types of string  
comparison algorithms can 
and should be used? 

Both character- and essence-level string comparisons 
should be supported. 
 

When should character-level 
string equivalence be used? 

Character-level equivalence should always be attempted 
first on every attribute. 

When and how should  
essence-level string  
equivalence be used? 

Essence-level equivalence should only be attempted if 
character-level equivalence fails. 
 
Essence-level equivalence should only be attempted on 
attributes other than the street name. 
 
Only one essence-level equivalence algorithm should 
be applied at a time. They can be tried in succession 
but one should not process the output of the other (i.e., 
they should both start with the raw data). 
 
Metadata should describe the calculated essence of the 
string used for comparison, and strings that it was 
matched to in the reference dataset. 

What types of essence-level 
algorithms should be used? 

Both stemming and phonetic algorithms should be 
supported by the geocoding process. 

Which word-stemming  
algorithms should be used? 

At a minimum, the Porter Stemmer (Porter 1980) 
should be supported by the geocoding process. 

Which phonetic algorithms 
should be used? 

At a minimum, the Soundex algorithm should be  
supported by the geocoding process. 
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9. FEATURE INTERPOLATION 

This section examines each of the feature interpolation algo-
rithms in depth. 

9.1 FEATURE INTERPOLATION ALGORITHMS  

Feature interpolation is the process of deriving an output geographic feature from 
geographic reference features (e.g., deriving a point for an address along a street center-line 
or the centroid of a parcel). A feature interpolation algorithm is an implementation of a 
particular form of feature interpolation. One can distinguish between separate classes of fea-
ture interpolation algorithms for linear- and areal unit-based reference feature types. Each 
implementation is tailored to exploit the characteristics of the reference feature types upon 
which it operates. 

It is useful to point out that interpolation is only ever required if the requested output 
geographic format is of lower geographic complexity than the features stored in the refer-
ence dataset. If a geocoding process uses a line-based reference dataset and is asked to pro-
duce a line-based output, no interpolation is necessary because the reference feature is re-
turned in its native form. Likewise, a polygon-based reference dataset should return a native 
polygon representation if the output format requests it. 

Linear-based interpolation is most commonly encountered, primarily because linear-
based reference datasets currently are the most prevalent. The advantages and disadvantages 
of each type of interpolation method will be explored in this section. 
9.2 LINEAR-BASED INTERPOLATION 

Linear-based feature interpolation operates on segments lines (or polylines, which 
are a series of connected lines) and produces an estimation of an output feature using a 
computational process on the spatial geometry of the line. This approach was one of the first 
implemented, and as such, is detailed dozens of times in the scientific literature and the user 
manuals of countless geocoding platforms. With this abundance of information on the topic 
and data sources readily available (see Table 17), the discussion presented here will outline 
only the high-level details, focusing on identifying assumptions used in the process that af-
fect the results and ways that they can be overcome. 

For the purpose of this discussion, it will be assumed that the input data and the refer-
ence feature are correctly matched. In essence, linear-based interpolation attempts to esti-
mate where along the reference feature the spatial output—in this case a point—should be 
placed. This is achieved by using the number attribute of the input address data to identify 
the proportion of the distance down the total length of the reference feature where the spa-
tial output should be placed. The reference feature attribute used for this operation is the 
address range, which describes the valid range of addresses on the street (line segment) in 
terms of start and end addresses (and also serves to make street vectors continuous geo-
graphic objects). 

The address parity (i.e., even or odd) is an indication of which side of the street an in-
put address falls. This simplistic case presumes binary address parity for the reference 
street segment (i.e., one side of the street is even and the other is odd), which may not be the 
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case. More accurate reference data sometimes account for different parities on the same side 
of the street as necessary (non-binary address parity) and a more advanced geocoding al-
gorithm can take advantage of these attributes. A common parity error for a reference data 
source is for an address to be listed as if it occurs on both sides of the street. An equally 
common address range error in a reference data source is for an address range to be re-
versed. This can mean that the address is on the wrong sides of the street, that the address 
range start and end points of the street have been reversed, or a combination of both. These 
should be considered reference data source errors, not interpolation errors, although they are 
commonly viewed that way. 

In an effort to continue with the simplest possible case, interpolation will be performed 
on a simple line-based reference feature made up of only two points (i.e., the start, or origin, 
and end, or destination). The distance from the start of the street segment where the spatial 
output should be placed, d, is calculated as a proportion of the total street length, l, the num-
ber of the input address, a, and the size of the address range, r, which is equal to one-half the 
difference between the start address and end address of the address range, rs and re respec-
tively, as in Equation 3. 
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Equation 3 – Size of address range and resulting distance from origin 

 
Using the distance that the output point should be located from the origin of the street 

vector, it is possible to calculate the actual position where the spatial output should be 
placed. This is achieved is through the following calculation with the origin of the street de-
noted x0,y0, the destination is denoted x1,y1, and the output location is denoted x2,y2, as in 
Equation 4. Note that although the Earth is an ellipsoid and spherical distance calculations 
would be the most accurate choice, planar calculations such as Equation 4 are most com-
monly employed because the error they introduce is negligible for short distances such as 
most typical street segments. 
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Equation 4 – Resulting output interpolated point 

 
This calculated position will be along the centerline of the reference feature, correspond-

ing to the middle of the street. Thus, a dropback usually is applied to move the output loca-
tion away from the centerline toward and/or beyond the sides of the street where the build-
ings probably are located in city-style addresses.  

Experiments have been performed attempting to determine the optimal direction and 
length for this dropback but have found that the high variability in street widths and direc-
tions prohibits consistent improvements (Ratcliffe 2001, Cayo and Talbot 2003). Therefore, 
in practice, an orthogonal direction usually is chosen along with a standard distance. Howev-
er, it is likely that better results could be achieved by inspecting the MTFCC of a road to de-
termine the number of lanes and multiplying by the average width per lane. Best practices 
related to these fundamental components of the linear-based interpolation methods are 
listed in Best Practices 27. 
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Best Practices 27 – Linear-based interpolation 

Policy Decision Best Practice 
When should linear-based  
interpolation be used? 

Linear-based interpolation should be used 
when complete and accurate point- or  
polygon-based reference datasets are not 
available. 
 
Linear-based interpolation should be used 
when input data cannot be directly linked 
with a point-based reference dataset and must 
be matched to features representing multi-
entity features. 

When and how should the parameters 
for linear interpolation be chosen? 

The parameters used for linear-based  
interpolation should be based upon the 
attributes available in the reference dataset. 

What parity information should be 
used for linear-based feature  
interpolation? 

At a minimum, binary parity should be used. 
If more information is available in the  
reference dataset regarding the parity of an 
address it should be used (e.g., multiple  
address ranges per side of street). 

What linear-interpolation function 
should be used? 

At a minimum, planar interpolation should be 
used.  
 
If a spherical interpolation algorithm is  
available it should be used. 

Should the same dropback value and 
direction always be used? 

The same dropback value and direction 
should always be used based on the width of 
the street as determined by: 
• Number of lanes 
• MTFCC codes 
• Average width per lane 

Which dropback value and direction 
can and should be used? 

An a priori dropback value of one-half the 
reference street’s width (based on the street 
classification code and average classification 
street widths) should be applied in an orienta-
tion orthogonal to the primary direction of 
the street segment to which the interpolated 
output falls. 

 
When performing linear-based interpolation in the manner just described, several as-

sumptions are involved and new geocoding methods are aimed at eliminating each (e.g., 
Christen and Churches [2005] and Bakshi et al. [2004]). The parcel existence assumption 
is that all addresses within an address range actually exist. The parcel homogeneity as-
sumption is that each parcel is of exactly the same dimensions. The parcel extent assump-
tion is that addresses on the segment start at one endpoint of the segment and completely 
fill the space on the street all the way to the other endpoint. These concepts are illustrated in 
Figure 15. Additionally, the corner lot assumption/problem is that when using a measure 
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of the length of the segment for interpolation, it is unknown how much real estate may be 
taken up along a street segment by parcels from other intersecting street segments (around 
the corner), and the actual street length may be shorter than expected. Address-range fea-
ture interpolation is subject to all of these assumptions (Bakshi et al. 2004). 

 

 
Figure 15 – Example of parcel existence and homogeneity assumptions 

 
Recent research has attempted to address each of these assumptions by incorporating 

additional knowledge into the feature interpolation algorithm about the true characteristics 
of the reference feature (Bakshi et al. 2004). First, by determining the true number of build-
ings along a reference feature, the parcel existence assumption can be alleviated. By doing 
this, the distance to the proper feature can be calculated more accurately. However, this ap-
proach still assumes that each of the parcels is of the same size, and is thus termed uniform 
lot feature interpolation. This is depicted in Figure 16. 
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Figure 16 – Example of uniform lot assumption 

 
If the actual parcel sizes are available, the parcel homogeneity assumption can be over-

come and the actual distance from the origin of the street segment can be calculated directly 
by summing the distances of each parcel until the correct one is reached, and is thus termed 
actual lot feature interpolation. This is depicted in Figure 17. 

 

 
Figure 17 – Example of actual lot assumption 
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However, the distance is still calculated using the parcel extent assumption that the ad-
dresses on a block start exactly at the endpoint of the street. This obviously is not the case 
because the endpoint of the street represents the intersection of centerlines of intersecting 
streets. The location of this point is in the center of the street intersection, and therefore the 
actual parcels of the street cannot start for at least one-half the width of the street (i.e., where 
the curb starts). This is depicted in Figure 18. 

 

 
Figure 18 – Example of street offsets 

 
The corner lot problem can be overcome in a two-step manner. First, the segments that 

make up the block must be determined. Second, an error-minimizing algorithm can be run 
to determine the most likely distribution of the parcels for the whole block based on the 
length of the street segments, the sizes of lots, and the combinations of their possible 
layouts. This distribution then can be used to derive a better estimate of the distance from 
the endpoint to the center of the correct parcel. This is depicted in Figure 19. None of the 
approaches discussed thus far can overcome the assumption that the building is located at 
the centroid of the parcel, which may not be the case. 
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Figure 19 – Example of corner lot problem 

  
These small performance gains in the accuracy of the linear-based feature interpolation 

algorithm may hardly seem worth the effort, but this is not necessarily the case. Micro-scale 
spatial analyses, although not currently performed with great frequency or regularity, are be-
coming more and more prevalent in cancer- and health-related research in general. For ex-
ample, a recent study of exposure to particulate matter emanating from freeways determined 
that the effect of this exposure is reduced greatly as one moves small distances away from 
the freeway, on the order of several meters (i.e., high-distance decay). Thus, if the accuracy 
of the geocoding process can be improved by just a few meters, cases can more accurately be 
classified as exposed or not (Zandbergen 2007) and more accurate quantifications of poten-
tial individual exposure levels can be calculated, as has been attempted with pesticides (Rull 
and Ritz 2003, Nuckols et al. 2007) for example. Best practices related to linear-based inter-
polation assumptions are listed in Best Practices 28. 
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Best Practices 28 – Linear-based interpolation assumptions 

Policy Decision Best Practice 
When and how should linear-based 
interpolation assumptions be  
overcome? 

If data are available and/or obtainable, all 
assumptions that can be overcome should be. 
 

Where can data be obtained to  
overcome linear-based interpolation 
assumptions? 

Local government organizations should be 
contacted to obtain information on the  
number, size, and orientation of parcels as 
well as address points. 

When and how can the parcel  
existence assumption be overcome? 

If an address verifier is available, it should be 
used to verify the existence of parcels before 
interpolation is performed. 

When and how can the parcel  
homogeneity assumption be  
overcome? 

If the parcel dimensions are available, these 
should be used to calculate the interpolated 
output location. 

When and how can the parcel extent 
assumption be overcome? 

If the street widths are known or can be de-
rived from the attributes of the data (street 
classification and average classification 
widths), these should be used to buffer the 
interpolation range geometry before perform-
ing interpolation. 

When and how can the corner lot 
problem be overcome? 

If the layout and sizes of parcels for the en-
tire block are available, they should be used in 
conjunction with the lengths of the street 
segments that compose the blocks to deter-
mine an error-minimizing arrangement which 
should be used for linear-based interpolation.

 
9.3 AREAL UNIT-BASED FEATURE INTERPOLATION 

Areal unit-based feature interpolation uses a computational process to determine a 
suitable output from the spatial geometry of polygon-based reference features. This tech-
nique has a unique characteristic—the possibility to be both very accurate or very inaccurate, 
depending on the geographic scale of the reference features used. For instance, areal unit-
based interpolation on parcel-level reference features should produce very accurate results 
compared to linear-based interpolation for the same input feature. However, areal unit-based 
interpolation at the scale of a typical USPS ZIP Code would be far less accurate in compari-
son to a linear-based interpolation for the same input data (noting again that USPS ZIP 
Codes are not actually areal units; see Section 5.1.4). 

Centroid calculations (or an approximation thereof) are the usual interpolation per-
formed on areal unit-based reference features. This can be done via several methods, with 
each emphasizing different characteristics. The simplest method is to take the centroid of the 
bounding box of the feature and often is employed in cases for which complex computa-
tions are too expensive. A somewhat more complicated approach, the center-of-mass or 
geographic centroid calculation, borrows from physics and simply uses the shape and area to 
compute the centroid. This does not take into account any aspatial information about the 
contents of the areal unit that might make it more accurate. At the resolution of an urban 

90                                                                                       November 10, 2008                                        



                                                                                                                                                              D. W. Goldberg 

parcel, this has been shown to be fairly accurate because the assumption that a building is in 
the center of a parcel is mostly valid, as long as the parcels are small (Ratcliffe 2001).  

However, as parcels increase in size (e.g., as the reference dataset moves from an urban 
area characterized by small parcels to a rural area characterized by larger parcels) this as-
sumption becomes less and less valid and the centroid calculation becomes less accurate. In 
particular, on very large parcels such as farms or campuses, the center of mass centroid be-
comes very inaccurate (Stevenson et al. 2000, Durr and Froggatt 2002). In contrast, algo-
rithms that employ a weighted centroid calculation sometimes are more accurate when ap-
plied to these larger parcels. These make use of the descriptive quality of the aspatial 
attributes associated with the reference feature (e.g., population density surfaces) to move 
the centroid toward a more representative location.  

To achieve this, the polygon-based features can be intersected with a surface created 
from finer resolution features to associate a series of values for each location throughout the 
polygon. This weight surface can be derived from both raster-based and individual feature 
reference data. In either case, the weighted centroid algorithm runs on top of this surface to 
calculate the position of the centroid from the finer resolution dataset, either the raster cell 
values in the first case or the values of the appropriate attribute for individual features. For 
example, in a relatively large areal unit such as a ZCTA (granted that not all ZCTAs are 
large), a weighted centroid algorithm could use information about a population distribution 
to calculate a more representative and probable centroid. This will produce a centroid closer 
to where the most people actually live, thereby increasing the probability that the geocode 
produced is closer to where the input data really are. This surface could be computed from a 
raster dataset with cell values equaling population counts or from a point dataset with each 
point having a population count attribute; essentially a method of looking at a point dataset 
as a non-uniformly distributed raster dataset. See Beyer et al. (2008) for a detailed evaluation 
of multiple weighting schemes. Best practices related to areal unit-based interpolation are 
listed in Best Practices 29. 
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Best Practices 29 – Areal unit-based interpolation 

Policy Decision Best Practice 
When should areal 
unit-based  
interpolation methods 
be used? 

Areal unit-based interpolation should be used over linear-
based alternatives when the spatial resolution of the areal 
unit-based reference features is higher than that of the  
corresponding linear-based counterparts. 
 
Areal unit-based interpolation should be used when more 
accurate means have been tried and failed, and it is the only 
option left. 
 
Areal unit interpolation should not be used if metadata about 
the accuracy of the features is not available. 

When and which areal 
unit-based  
interpolation methods 
should be used? 

At a minimum, geographic (center-of-mass) centroid  
calculations should be used.  
 
If appropriate information is available, weighted centroid  
approximations should be used. 
 
Feature-bounding box centroids should not be used. 

Which additional data 
sources should be 
used for areal unit-
based centroid ap-
proximations? 

Population density should be used for weighted centroid  
calculation for areal unit-based reference datasets containing 
reference features of lower resolution than parcels (e.g., 
USPS ZIP Codes). 

What metadata should 
be maintained? 

If weighted centroids are calculated, the metadata for the  
datasets used in the calculation, identifiers for the grid cells 
containing the values used for calculation, and aggregates for 
the values used in the calculation (e.g., mean, min, max, 
range) should be recorded along with the geocoded record. 
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10. OUTPUT DATA 

This section briefly discusses issues related to geocoded out-
put data. 

10.1 DOWNSTREAM COMPATIBILITY 

The definition of geocoding presented earlier was specifically designed to encompass and 
include a wide variety of data types as valid output from the geocoding process. Accordingly, 
it is perfectly acceptable for a geocoding process to return a point, line, polyline, polygon, or 
some other higher-complexity geographic object. What must be considered, however, is that 
the output produced inevitably will need to be transmitted to and consumed and/or 
processed by some downstream component (e.g., a spatial statistical package). These re-
quirements, capabilities, and limitations of the eventual data consumer and transmission me-
chanisms need to be considered when assessing an appropriate output format. In most cases, 
these constraints will tend to lean towards the production of simple points as output data. 
10.2 DATA LOSS 

When examining the available output options from a data loss perspective, one may con-
sider a different option. Take the ambiguity problems inherent in moving from a lower reso-
lution geographic feature to a higher one described earlier (Section 7.3), for example. The 
high-resolution data can always be abstracted to lower resolution later if necessary, but once 
converted they cannot be unambiguously converted back to their higher-resolution roots. 
For example, a parcel centroid can always be computed from a parcel boundary, but the oth-
er direction is not possible if new data are discovered that could have influenced the assign-
ment of the centroid. Therefore, it may be advisable to always return and store the spatial 
output of the geocoding process at the highest level of geographic resolution possible. There 
is a risk associated with this process because of the temporal staleness problems that can oc-
cur with geocode caches (e.g., if the parcel boundaries change over time). 

 
Best Practices 30 – Output data 

Policy Decision Best Practice 
What geographic  
format should output 
data take? 

At a minimum, output data should be a geographic point 
with a reference to the ID of the reference feature used. 
 
If other processes can handle it, the full geometry of the  
reference feature also should be returned. 
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Part 3: The Many Metrics for Measuring Quality 
 
 
 

Notions of “quality” vary among the scientific disciplines. This term (concept) has become 
particularly convoluted when used to describe the geocoding process. In the information and 
computational sciences, the “quality” of a result traditionally refers to the notions of preci-
sion (accuracy) and recall (completeness), while in the geographical sciences these same 
terms take on different (yet closely related) meanings. Although the factors that contribute to 
the overall notion of geocode quality are too numerous and conceptually diverse to be com-
bined into a single value, this is how it is generally described. The very nature of the geocod-
ing process precludes the specification of any single quality metric capable of sufficiently de-
scribing the geocoded output. This part of the document will elaborate on the many metrics 
that can affect different aspects of quality for the resulting geocode. 
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11. QUALITY METRICS 

This section explores several contributing factors to spatial 
accuracy within different components and at different levels 
of the geocoding process. 

11.1 ACCURACY 

Researchers must have a clear understanding of the quality of their data so that they can 
decide its fitness-for-use in their particular study. Each study undoubtedly will have its own 
unique data quality criteria, but in general the metrics listed in Table 29 could be used as a 
guide to develop a level of confidence about the quality of geocodes. Several aspects of con-
fidence are listed along with their descriptions, factors, and example evaluation criteria.  

Further research is required to determine exactly if, how, or when these metrics could be 
combined to produce a single “quality” metric for a geocode. The topics in this table will be 
covered in more detail in the following sections. An excellent review of current studies look-
ing at geocoding quality and its effects on subsequent studies is available in Abe and Stin-
chcomb (2008). Research on how spatial statistical models can be used in the presence of 
geocodes (and geocoded dataset) of varying qualities (e.g., Zimmerman [2008]) is emerging 
as well. 
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Table 29 – Metrics for deriving confidence in geocoded results   

Metric Description Example Factors Example Criteria (> better than) 
Precision How close is the location of 

a geocode to the true  
location? 

Interpolation algorithm used Uniform Lot > address range 
Interpolation algorithm assumptions Less assumptions > more assumptions 
Reference feature geometry size Smaller > larger 
Reference feature geometry accuracy Higher > lower 
Matching algorithm certainty Higher > lower 

Certainty How positive can one be 
that the geocode produced 
represents the correct  
location? 

Matching algorithm used Deterministic > probabilistic 
Matching algorithm success 
 

Exact match > non-exact match 
High probability > low probability 
Non-ambiguous match > ambiguous match 

Reference feature geometry accuracy Higher > lower 
Matching algorithm relaxation amount None > some 
Matching algorithm relaxation type Attribute transposition > Soundex 

Reliability How much trust can be 
placed in the process used 
to create a geocode? 

Transparency of the process Higher > lower 
Reputability of software/vendor Higher > lower 
Reputability of reference data Higher > lower 
Reference data fitness for area Higher > lower 
Concordance with other sources Higher > lower 
Concordance with ground truthing Higher > lower 
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12. SPATIAL ACCURACY 

This section explores several contributing factors to spatial 
accuracy within different components and at different levels 
of the geocoding process. 

12.1 SPATIAL ACCURACY DEFINED 

The spatial accuracy of geocoding output is a combination of the accuracy of both the 
processes applied and the datasets used. The term “accuracy” can and does mean several dif-
ferent things when used in the context of geocoding. In general, accuracy typically is a 
measure of how close to the true value something is. General best practices related to geo-
coding accuracy are listed in Best Practices 31. 

 
Best Practices 31 – Output data accuracy 

Policy Decision Best Practice 
When and how can and should  
accuracy information be associated 
with output data? 

Any information available about the  
production of the output data should always 
be associated with the output data. 

12.2 CONTRIBUTORS TO SPATIAL ACCURACY  

Refining this definition of accuracy, spatial accuracy can be defined as a measure of 
how true a geographic representation is to the actual physical location it represents. This is a 
function of several factors (e.g., the resolution it is being modeled at, or the geographic unit 
used to bind it). For example, a parcel represented as a point would be less spatially accurate 
than the parcel being represented as a polygon. Additionally, a polygon defined at a local 
scale with thousands of vertices is more spatially accurate than the same representation at the 
national scale, where it has been generalized into a dozen vertices. With regard to the geo-
coding process, spatial accuracy is used to describe the resulting geocode and the limits of 
the reference dataset. The resulting positional accuracy of a geocode is dependent on every 
component of the geocoding process. The decisions made by geocoding algorithms at each 
step can have both positive and negative effects, either potentially increasing or decreasing 
the resulting accuracy of the spatial output. 
12.2.1 Input data specification 

Output geocode accuracy can be traced back to the very beginning of the process when 
the input data initially are specified. There has been some research into associating first-
order levels of accuracy with different types of locational descriptions (Davis Jr. et al. 2003, 
Davis Jr. and Fonseca 2007), but in practice, these distinctions rarely are quantified and re-
turned as accuracy metrics with the resulting data. These different types of data specifica-
tions inherently encode different levels of information. As an example, consider the differ-
ence between the following two input data examples. The first is a relative locational 
description that, when considered as an address at the location, could refer to the address 
closest to the corner on either Vermont Ave or 36th Place (the corner lot problem from Sec-
tion 9.2), while the second are locational data that describe a specific street address. 
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“The northeast corner of Vermont Avenue and 36th Place” 
 

“3620 South Vermont Avenue, Los Angeles, CA 90089” 
 
One description clearly inherently encodes the definition of a more precise location than 

the other. When compared to the specific street address, the relative description implicitly 
embeds more uncertainty into the location it is describing, which is carried directly into the 
geocoding process and the resulting geocode. Using the specific street address, a geocoding 
algorithm can uniquely identify an unambiguous reference feature to match. With the relative 
location, a geocoder can instead only narrow the result to a set of likely candidate buildings, 
or the area that encompasses all of them. 

Similarly, the amount of information encoded into a description has a fundamental effect 
on the level of accuracy that can be achieved by a geocoder. Consider the difference in im-
plicit accuracy that can be assumed between the following two input data examples. The first 
specifies an exact address, while the second specifies a location somewhere on a street, inhe-
rently less accurate than the first. In this case the resulting accuracy is a function of the as-
sumed geographic resolution defined by the amount of information encoded in the input 
data. 

 
“831 Nash Street, El Segundo, CA 90245” 

 
“Nash Street, El Segundo, CA 90245” 

 
Relationships among the implicit spatial accuracies of different types of locational de-

scriptions are shown in Figure 20, with:  
 
a) Depicting accuracy to the building footprint (the outline)  
b) Showing how the building footprint (the small dot) is more accurate than the USPS 

ZIP+4 (United States Postal Service 2008a) “90089-0255” (the polygon) 
c) Showing the implicit resolution of combined street segments (the straight line) with-

in a USPS ZIP Code (blue) along “Vermont Ave, 90089”  
d) Showing both a relative direction (the large polygon) “northeast corner of Vermont 

and 36th” and the “3600-3700 block of Vermont Ave, Los Angeles, CA 90089” 
e) Showing the relation between the building (the small dot) USPS ZIP+4 (the small 

inner polygon) to the USPS ZIP “90089” (the larger polygon)  
f-g)  Showing the relations among the city, county and state.  
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Figure 20 – Certainties within geographic resolutions (Google, Inc. 2008b) 
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Best practices related to input data are listed in Best Practices 32. 
 

Best Practices 32 – Input data implicit accuracies 

Policy Decision Best Practice 
What information  
quality metrics can and 
should be associated 
with input data? 

At a minimum, metrics based on the relative amount of 
information contained in an input address should be  
associated with a record. 

When and how can and 
should the implicit  
spatial accuracy of input 
data be calculated? 

Implicit spatial accuracy should always be calculated and 
associated with any input data that are geocoded. Implicit 
spatial accuracy should be calculated as the area for which 
highest resolution reference feature can be unambiguously 
matched. 

When and how can and 
should the implicit level 
of information of input 
data be calculated? 

The implicit level of information should always be calcu-
lated and associated with any input data that are geocoded.  
 
The implicit level of information should be calculated 
based on the types of features it contains (e.g., point, line, 
polygon); its overall reported accuracy; and any estimates of 
atomic feature accuracy within the region that are available.

 
12.2.2 Normalization and feature matching 

The effects on accuracy arising from the specificity of the input data also can be seen 
clearly in both the address normalization and the feature-matching algorithms. First, recall 
that substitution-based normalization can be considered an example of deterministic feature 
matching. It performs the same task at different resolutions (i.e., per attribute instead of per 
feature).  

As the normalization algorithm moves through the input string, if the value of the cur-
rent input token does not match the rule for the corresponding address attribute, the 
attribute is skipped and the value tried as a match for the next attribute. In the case of fea-
ture matching, the relaxation of the attributes essentially removes them from the input data.  

Both of these processes can possibly “throw away” data elements as they process an in-
put address, thus lowering the accuracy of the result by implicitly lowering the amount of 
information encoded by the input description. For example, consider the following three 
addresses. The first is the real address, but the input data are presented as the second, and 
the feature-matching algorithm cannot match the input but can match the third. Throwing 
away the directional element “E” will have prevented the consideration that “E” might have 
been correct and the street name “Wall” was wrong. 

 
“14 E Mall St” 

 
“14 E Wall St” 

 
“14 Wall St” 
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12.2.3 Reference datasets 

The reference datasets used by a geocoding process contribute to the spatial accuracy of 
the output in a similar manner. Different representations of reference features necessarily 
encode different levels of information. This phenomenon results in the very same accuracy 
effects seen as a consequence of the different levels of input data specification just de-
scribed. Also, the spatial accuracy of the reference features may be the most important con-
tributing factor to the overall accuracy of the spatial output. Interpolation algorithms operat-
ing on the reference features can only work with what they are given, and will never produce 
any result more accurate than the original reference feature. Granted, these interpolation al-
gorithms can and do produce spatial outputs of varying degrees of spatial accuracy based on 
their intrinsic characteristics, but the baseline spatial accuracy of the reference feature is 
translated directly to the output of the interpolation algorithm. The actual spatial accuracy of 
these reference features can vary quite dramatically. Sometimes, the larger the geographic 
coverage of a reference dataset, the worse the spatial accuracy of its features. This has histor-
ically been observed when comparing street vectors based on TIGER/Line files to those 
produced by local governments. Likewise, the differences in the spatial accuracies between 
free reference datasets (e.g., TIGER/Lines) and commercial counterparts (e.g., NAVTEQ) 
also can be quite striking as discussed in Sections 4.5 and 7. Best practices relating to refer-
ence dataset accuracy are listed in Best Practices 33. 

 
Best Practices 33 – Reference dataset accuracy 

Policy Decision Best Practice 
When and how can and 
should atomic feature  
accuracy be measured 
and/or estimated? 

Estimates of the atomic feature accuracy within a  
reference dataset should be made periodically by random 
selection and manual evaluation of the reference features 
within the region covered by the dataset. 

 
12.2.4 Feature Interpolation  

Any time that feature interpolation is performed, one should ask “how accurate is the re-
sult” and “how certain can I be of the result?” In the geocoding literature, however, these 
questions have largely remained unanswered. Without going to the field and physically mea-
suring the difference between the predicted and actual geocode values corresponding to a 
particular address, it is difficult to obtain a quantitative value for the accuracy of a geocode 
due to the issues raised in the sections immediately preceding and following this one. How-
ever, it may be possible to derive a relative predicted certainty, or a relative quantitative 
measure of the accuracy of a geocode based on information about how a geocode is pro-
duced (i.e., attributes of the reference feature used for interpolation), so long as one assumes 
that the reference feature was selected correctly (e.g., Davis Jr. and Fonseca 2007, Shi 2007). 
In other words, the relative predicted certainty is the size of the area within which it can be 
certain that the actual true value for a geocode falls. For instance, if address range interpola-
tion was used, relative predicted certainty would correspond roughly to an oval-shaped area 
encompassing the street segment. If area unit interpolation was used, the relative predicted 
certainty would correspond to the area of the feature. Existing research into identifying, cal-
culating, representing, and utilizing these types of certainty measures for geocodes is in its 
infancy, but will hopefully provide a much richer description of the quality of a geocode and 
its suitability for use in research studies once it becomes more fully developed. 
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12.3 MEASURING POSITIONAL ACCURACY 

There are several ways to directly derive quantitative values for the positional accuracy of 
geocoded data, some more costly than others. The most accurate and expensive way is to go 
into the field with GPS devices and obtain positional readings for the address data to com-
pare with the geocodes. This option requires a great deal of manpower—especially if the size 
of one’s geographic coverage is large—and therefore may not be a feasible option for most 
organizations. However, this approach may be feasible with special efforts if only a small 
subset of data need to be analyzed for a small-area analysis. 

Barring the ability to use GPS device readings for any large-scale accuracy measurements, 
other options do exist. The simplest method is to compare the newly produced geocodes 
with existing geocodes. New geocoding algorithms typically are evaluated and tested as they 
are developed in this manner. With a fairly small set of representative gold standard data, the 
spatial accuracy of new geocoding algorithms can be tested quickly to determine their use-
fulness. The key is investing resources to acquire appropriate sample data. 

Another option that is much more common is to use georeferenced aerial imagery to va-
lidate geocodes for addresses. Sophisticated mapping technologies for displaying geocodes 
on top of imagery are now available for low cost, or are even free online (e.g., Google Earth 
[Google, Inc. 2008a]). These tools allow one to see visually and measure quantitatively how 
close a geocode is to the actual feature it is supposed to represent. This approach has suc-
cessfully been used in developing countries to create geocodes for all addresses in entire ci-
ties (Davis Jr. 1993). The time required is modest and the scalability appears feasible (e.g., 
Zimmerman et al. 2007, Goldberg et al. 2008d, and the references within each), although 
input verification requires a fair amount of cross-validation among those performing the da-
ta input. Also, it should be noted that points created using imagery are still subject to some 
error because the images themselves may not be perfectly georeferenced, and should not be 
considered equivalent to ground truthing in every case. However, imagery-derived points 
generally can be considered more accurate than their feature interpolation-based counter-
parts. Recent research efforts have begun to provide encouraging results as to the possibility 
of quantifying positional accuracy (e.g., Strickland et al. 2007), but studies focusing on larger 
geographic areas and larger sample sizes are still needed. 

12.4 GEOCODING PROCESS COMPONENT ERROR INTRODUCTION 

In cases for which the cost or required infrastructure/staff are too prohibitive to actually 
quantitatively assess the positional accuracy of geocoded output, other relative scales can and 
should be used. For example, a measurement that describes the total accuracy as a function 
of the resulting accuracies of each component of the process is one way to determine an es-
timate. There currently are no agreed-upon standards for this practice; each registry may 
have or be developing their own requirements. One proposed breakdown of benchmarking 
component accuracy is listed in Table 30, which is a good start at collecting and identifying 
process errors but may not be at a fine enough granularity to make any real judgments about 
data quality. Also, it should be noted that reference feature and attributes validation is easier 
for some reference data types (e.g., address points and parcel centroids) and harder for oth-
ers (e.g., street centerlines). 
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Table 30 – Proposed relative positional accuracy metrics 

Component Description 
1 Original address quality, benchmarked with address validation 
2 Reference attribute quality benchmarked with address validation 
3 Geocoding match criteria, benchmarked to baseline data 
4 Geocoding algorithm, benchmarked against other algorithms 
 
It is unclear at this point how these benchmarks can/should be quantified in such a 

manner that they may be combined for a total, overall accuracy measure. 
Additionally, emerging research is investigating the links between the geographic charac-

teristics of an area and the resulting accuracy of geocodes (e.g., Zimmerman 2006, Zimmer-
man et al. 2007). Although it has long been known that geocoding error is reduced in urban 
areas, where shorter street segments reduce interpolation error, the effects of other characte-
ristics such as street pattern design, slope, etc. are unknown and are coming under increasing 
scrutiny (Goldberg et al. 2008b). The prediction, calculation, and understanding of the 
sources of geocoding error presented in this section warrant further investigation. 

12.5 USES OF POSITIONAL ACCURACY 

First and foremost, these quality metrics associated with the spatial values can be in-
cluded in the spatial analyses performed by researchers to determine the impact of this un-
certainty on their results. They also can be used for quality control and data validation. For 
example, the geocode and accuracy can be used to validate other parts of the patient abstract 
such as the dxCounty code, and conversely, a county can reveal inaccuracies in a geocoded 
result. To attempt this, one simply needs to intersect the geocode with a county layer to de-
termine if the county indication is indeed correct. Also, positional accuracy measures can 
ensure that problems with boundary cases being misclassified can be identified as potential 
problems before analyses are performed, allowing first-order estimates of the possible uncer-
tainty levels resulting from these data being grouped into erroneous classifications. 
12.5.1 Importance of Positional Accuracy 

The importance of the positional accuracy in data produced by a geocoding process can-
not be understated. Volumes of literature in many disparate research fields are dedicated to 
describing the potentially detrimental effects of using inaccurate data. For a health-focused 
review, see Rushton et al. (2006) and the references within. There are, at present, no set 
standards as to the minimum levels of accuracy that geocodes must have to be suitable in 
every circumstance, but in many cases common sense can be used to determine their appro-
priateness for a particular study’s needs. When not up to a desired level of accuracy, the re-
searcher may have no choice other than conducting a case review or manually moving cases 
to desired locations using some form of manual correction (e.g., as shown in Goldberg et al. 
[2008d]). 

Here, a few illustrative examples are provided to demonstrate only the simplest of the 
problems that can occur, ranging from misclassification of subject data to misassignment of 
related data. Even though the majority of studies do not report or know the spatial accuracy 
of their geocoded data or how they were derived, some number usually is reported anyway. 
This value for spatial accuracy can range from less than 1 meter to several kilometers. The 
most common problem that inaccurate data can produce is shown in Figure 21. Here, it can 
be seen that for a geocode lying close to the boundary of two geographic features, the  
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potential spatial error is large enough that the geocode could in reality be in either one of the 
larger features.  

These boundary cases represent a serious problem. Although the attributes and/or clas-
sifications associated from being inside one polygon might be correct, one cannot be sure if 
the positional accuracy is larger than the distance to the boundary. The associated data 
could/would be wrong when a parcel resides in two USPS ZIP Codes (on the border) or 
when the USPS ZIP Code centroid is in the wrong (inaccurate) location. In either of these 
cases, the wrong USPS ZIP Code data would be associated with the parcel. 

 

 
Figure 21 – Example of misclassification due to uncertainty (Google, Inc. 2008b) 

 
This problem was documented frequently in the early automatic geocoding literature 

(e.g., Gatrell 1989, Collins et al. 1998), yet there still is no clear rule for indicating the certain-
ty of a classification via a point-in-polygon association as a direct function of the spatial ac-
curacy of the geocode as well as its proximity to boundaries. Even if metrics describing this 
phenomenon became commonplace, the spatial statistical analysis methods in common use 
are not sufficient to handle these conditional associations of attributes. Certain fuzzy-logic 
operations are capable of operating under these spatially-based conditional associations of 
attributes, and their introduction to spatial analysis in cancer-related research could prove 
useful. Zimmerman (2008) provides an excellent review of current spatial statistical methods 
that can be used in the presence of incompletely or incorrectly geocoded data. 

However, it must be noted that some parcels and/or buildings can and do legitimately 
fall into two or more administrative units (boundary classifications) such as those right along 
the boundary of multiple regions. The county assignment for taxation purposes, for example, 
traditionally has been handled by agreements between county assessor’s offices in such cases, 
meaning that spatial analysis alone cannot distinguish the correct attribute classification in all 
cases. 
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Because of these shortcomings, some have argued that an address should be linked di-
rectly with the polygon ID (e.g., CT) using lookup tables instead of through point-in-
polygon calculations (Rushton et al. 2006). When the required lookup tables exist for the 
polygon reference data of interest this may prove a better option, but when they do not exist 
the only choice may be a point-in-polygon approach. Best practices related to positional ac-
curacy are listed in Best Practices 34. 

It cannot be stressed enough that in all cases, it is important for a researcher utilizing the 
geocodes to determine if the reported accuracy suits the needs of the study. An example can 
be found in the study presented earlier (in Section 2.4) investigating whether or not living 
near a highway and subsequent exposure to asbestos from brake linings and clutch pads has 
an effect on the likelihood of developing mesothelioma). The distance decay of the particu-
late matter is on the order of meters, so a dataset of geocodes accurate to the resolution of 
the city centroids obviously would not suffice. Essentially, the scale of the phenomenon be-
ing studied needs to be determined and the appropriate scale of geocodes used. When the 
data are not at the desired/required level of accuracy, the researchers may have no other 
choice but to conduct a case review, or manually move cases to desired (correct) locations 
(more detail on this is covered in Sections 16 and 19). 
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Best Practices 34 – Positional accuracy   

Policy Decision Best Practice 
When and how can and 
should GPS be used to 
measure the positional  
accuracy of geocoded data? 

If possible, GPS measurements should be used to obtain the ground truth accuracy of as much  
geocoded output as possible. Covering large areas may not be a valid option for policy or budgetary 
regions, but this approach may be feasible for small areas. 
 
Metadata should describe: 
• Time and date of measurement 
• Type of GPS 
• Types of any other devices used  

− Laser distance meters 
When and how can and 
should imagery be used to 
measure the positional  
accuracy of geocoded data? 

Imagery should be used to ground truth the accuracy of geocoded data if GPS is not an option. 
 
Metadata should describe: 
• Time, date, and method of measurement 
• Type and source of imagery 

When and how can existing 
geocodes be used to  
measure the positional  
accuracy of geocoded data? 

If old values for geocodes exist, they should be compared against the newly produced values every 
time a new one is created. 
 
If geocodes are updated or replaced, metadata should describe: 
• Justification for change 
• The old value 

When and how can and 
should georeferenced  
imagery be used to measure 
the positional accuracy of 
geocoded data? 

If suitable tools exist, and if time, manpower, and budgetary constraints allow for georeferenced  
imagery-based geocode accuracy measurements, it should be performed on as much data as possible. 
 
Metadata should describe the characteristics of the imagery used: 
• Source 
• Vintage 
• Resolution 
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 When and how can and 
should the positional  
accuracy metrics associated 
with geocodes be used in 
research or analysis? 

At a minimum, the FGDC Content Standards for Digital Spatial Metadata (United States Federal 
Geographic Data Committee 2008a) should be used to describe the quality of the output geocode. 
 
The metrics describing the positional accuracy of geocodes should be used whenever analysis or  
research is performed using any geocodes. 
 
Ideally, confidence metrics should be associated with output geocodes and the entire process used to 
create it including: 
• Accuracy 
• Certainty 
• Reliability 

 
Confidence metrics should be utilized in the analysis of geocoded spatial data. 

When and how can and 
should limits on acceptable 
levels of positional accuracy 
of data be placed? 

There should be no limits placed on the best possible accuracy that can be produced or kept. 
 
There should be limits placed on the worst possible accuracy that can be produced or supported, 
based on the lowest resolution feature that is considered a valid match (e.g.,. USPS ZIP Code  
centroid, county centroid), and anything of lower resolution should be considered as a geocoding  
failure. 
 
A USPS ZIP Code centroid should be considered the lowest acceptable match. 

When and how can and 
should a geocoded data 
consumer (e.g., researcher) 
ensure the accuracy of their 
geocoded data? 

A data consumer should always ensure the quality of their geocodes by requiring specific levels of  
accuracy before they use it (e.g., for spatial analyses). 
 
If the data to be used cannot achieve the required levels of accuracy, they should not be used. 
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13. REFERENCE DATA QUALITY 

This section discusses the detailed issues involved in the spa-
tial and temporal accuracy of reference datasets, while also in-
troducing the concepts of caching and completeness. 

13.1 SPATIAL ACCURACY OF REFERENCE DATA 

Geographical bias was introduced earlier to describe how the accuracy of reference fea-
tures may be dependent on where they are located. This phenomenon can clearly be seen in 
the accuracy reported in rural areas versus those reported in urban areas, due to two factors. 
First, the linear-based feature interpolation algorithms used are more accurate when applied 
to shorter street segments than they are when applied to longer ones, and rural areas have a 
higher percentage of longer streets than do urban areas.  

Second, the spatial accuracy of reference features themselves will differ across the entire 
reference dataset. Again, in rural areas it has been shown that reference datasets are less ac-
curate then their urban counterparts. For example, the TIGER/Line files (United States 
Census Bureau 2008d) have been shown to have higher spatial accuracy in urban areas with 
short street segments. Additionally, as previously discussed, different reference datasets for 
the same area will have different levels of spatial accuracy (e.g., NAVTEQ [NAVTEQ 2008] 
may be better than TIGER/Lines).  

One aspect of these accuracy differences can be seen in the resolution differences de-
picted in Figure 8. A registry will need to make tradeoffs between the money and time they 
wish to invest in reference data and the accuracy of the results they require. There currently 
is no consensus among registries on this topic. Best practices related to reference dataset 
spatial accuracy problems are listed in Best Practices 35. Note that a distinction needs to be 
made between those geocoding with a vendor and those geocoding themselves. In the first 
case, the registry may not have the authority to apply some of these best practices because it 
may be up to the particular vendor, while in the second they will have that authority. Also, in 
some instances it may be beneficial for a registry to partner with some other government 
organization in performing these tasks (e.g., emergency response organizations or U.S. De-
partment of Health and Human Services), or to utilize their work directly. 
13.2 ATTRIBUTE ACCURACY 

The accuracy of the non-spatial attributes is as important as the spatial accuracy of the 
reference features. This can clearly be seen in both the feature-matching and feature interpo-
lation components of the process. If the non-spatial attributes are incorrect in the reference 
dataset such as an incorrect or reversed address range for a street segment, a match may be 
impossible or an incorrect feature may be chosen during feature matching. Likewise, if the 
attributes are incorrect the interpolation algorithm may place the resulting geocode in the 
wrong location, as in the common case of incorrectly defined address ranges. This is covered 
in more detail with regard to the input address in Section 17.3. 
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Best Practices 35 – Reference dataset spatial accuracy problems 

Policy Decision Best Practice 
When should the  
feature spatial  
accuracy, feature 
completeness, 
attribute accuracy, or 
attribute completeness 
of a reference dataset 
be improved or the 
dataset abandoned? 

If the spatial accuracy of a reference dataset is sufficiently 
poor that it is the main contributor to consistently low accu-
racy geocoding results, improvements or abandonment of a 
reference dataset should be considered. 
 
Simple examples of how to test some of these metrics can be 
found in Krieger et al. (2001) and Whitsel et al. (2004) 

When and how can 
and should  
characteristics of the 
reference dataset be 
improved? 

If the cost of undertaking a reference dataset improvement is 
less than the cost of obtaining reference data of quality 
equivalent to the resulting improvement, improvement 
should be attempted if the time and money available for the 
task are available. 

When and how can 
and should the feature 
spatial accuracy of the 
reference dataset be 
improved? 

If the spatial accuracy of the reference data is consistently 
leading to output with sufficiently poor spatial accuracy it 
should be improved, if the time and money available for the 
task are available.  
 
Improvements can be made by: 
• Manual or automated conflation techniques (e.g., Chen 

C.C. et al. 2004) 
• Using imagery (e.g., O’Grady 1999) 
• Rubber sheeting (see Ward et al. 2005 for additional 

details) 
When and how can 
and should the 
attribute accuracy of 
the reference dataset 
be improved? 

If the attribute accuracy of the reference data is consistently 
leading to a high proportion of false positive or false negative 
feature-matching results it should be improved, if the time 
and money available for the task are available.  
 
Improvements can be made by: 
• Updating the aspatial attributes through joins with data 

from other sources (e.g., an updated/changed street 
name list published by a city) 

• Appending additional attributes (e.g., actual house num-
bers along a street instead of a simple range). 

 
13.3 TEMPORAL ACCURACY 

Temporal accuracy is a measure of how appropriate the time period the reference da-
taset represents is to the input data that are to be geocoded. This can have a large effect on 
the outcome of the geocoding process and affects both the spatial and non-spatial attributes. 
For example, although it is a common conception that the more recently created reference 
dataset will be the most accurate, this may not always be the case. The geography of the built 
environment is changing all the time as land is repurposed for different uses; cities expand 
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their borders; parcels are combined or split; street names change; streets are renumbered; 
buildings burn and are destroyed or rebuilt; etc. Input address data collected at one point in 
time most likely represent where the location existed at that particular instant in time. Al-
though these changes may only affect a small number of features, the work to correct them 
in temporally inaccurate data versions may be time consuming. This results in reference da-
tasets from different periods of time having different characteristics in terms of the accuracy 
of both the spatial and aspatial data they contain. This could be seen as one argument for 
maintaining previous versions of reference datasets, although licensing restrictions may pro-
hibit their retention in some cases. 

A temporal extent is an attribute associated with a piece of data describing a time pe-
riod for which it existed, or was valid, and is useful for describing reference datasets. Because 
most people assume that the most recently produced dataset will be the most accurate, the 
appropriateness of using a dataset from one time period over another usually is not consi-
dered during the geocoding process. However, in some cases it may be more appropriate to 
use the reference data from the point in time when the data were collected to perform the 
geocoding process, instead of the most recent versions. Several recent studies have at-
tempted to investigate the question of what is the most appropriate reference dataset to use 
based on its temporal aspect and time period elapsed since input data collection (e.g., Bonner 
et al. 2003; Kennedy et al. 2003; McElroy et al. 2003; Han et al. 2004, 2005; Rose et al. 2004). 

Although the aspatial attributes of historical reference datasets may be representative of 
the state of the world when the data were collected, the spatial accuracy of newer datasets is 
typically more accurate because the tools and equipment used to produce them have im-
proved in terms of precision over time. Barring the possibility that a street was actually phys-
ically moved between two time periods, as by natural calamity perhaps, the representation in 
the recent version will usually be more accurate than the older one. In these cases, the spatial 
attributes of the newer reference datasets can be linked with the aspatial attributes from the 
historical data. Most cities as well as the U.S. Census Bureau maintain the lineage of their 
data for this exact purpose, but some skill is required to temporally link the datasets together. 
The general practice when considering which reference dataset version to use is to progress 
from the most recent to the least hierarchically. Best practices relating to the temporal accu-
racy of reference datasets are listed in Best Practices 36. 

 
Best Practices 36 – Reference dataset temporal accuracy 

Policy Decision Best Practice 
When and how can and 
should historical reference 
datasets be used instead of 
temporally current  
versions? 

In most cases, a hierarchical approach should be taken 
from most recent first to oldest. 
 
If the region of interest has undergone marked  
transformation in terms of the construction or  
demolition of streets, renumbered buildings or renamed 
streets, or the merging or division of parcels during the 
time period between when the address was current and 
the time the address is to be geocoded, the use of  
historical data should be considered. 
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13.4 CACHED DATA 

One low-cost approach for producing point-based reference datasets is to perform geo-
code caching, which stores the results of previously derived geocodes produced from an 
interpolation method. Also, in situations for which the running time of a geocoder is a criti-
cal issue, this may be an attractive option. The concept of geocode caching also has been 
termed empirical geocoding by Boscoe (2008, pp. 100). Using cached results instead of 
recomputing them every time may result in substantial performance gains in cases when a 
lengthy or complex feature interpolation algorithm is used. There is no consensus about the 
economy of this approach. Different registries may have different practices, and only a few 
registries currently make use of geocode caching. The most common case and strongest ar-
gument for caching is to store the results of interactive geocoding sessions such that the im-
provements made to aspects of the geocoding process while working on a particular address 
can be re-leveraged in the future (e.g., creating better street centerline geometry or better ad-
dress ranges). 

Geocode caching essentially creates a snapshot of the current geocoder configuration 
(i.e., the state of the reference dataset and the world as it was at the publication date and the 
feature-matching and interpolation algorithms that produce the geocodes). When the refer-
ence data and feature interpolation algorithms do not change frequently, geocode caching 
can be used. If, however, there is the possibility that the resulting geocode may be different 
every time the geocoder is run (e.g., the case when any of the components of the geocoding 
process are dynamic or intentionally changed or updated), using the cached data may pro-
duce outdated data. 

There are potential dangers to using geocode caches in terms of temporal staleness, or 
the phenomenon whereby previously geocoded results stored in a cache become outdated 
and no longer valid (i.e., low temporal accuracy), with validity being determined on a per-
registry basis because there is no consensus. Also, caching data at all may be moot if there is 
little chance of ever needing to re-process existing address data that already have been geo-
coded. As new geocoding algorithms are created the cached results produced by older 
processes may be proven less and less accurate, and at a certain point it may become appar-
ent that these cached results should be discarded and a new version created and stored. In 
the data-caching literature, there are generally two choices: (1) associate a time to live (TTL) 
for each cached value upon creation, after which time it is invalidated and removed; or (2) 
calculate a value for its freshness each time it is interrogated to determine its suitability and 
remove once it has passed a certain threshold (Bouzeghoub 2004). There are presently no set 
standards for determining values for either of these, with numerous criteria to be accounted 
for in the first and complex decay functions possible for the second resulting from the na-
ture of the geocoding process as well as the nature of the ever-changing landscape. General 
considerations relating to the assignment of TTL and the calculation of freshness are listed 
in Table 31. 
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Table 31 – TTL assignment and freshness calculation considerations for cached data 

Consideration Example 
TTL and freshness should  
depend on the source of the  
geocode 

GPS – indefinite TTL, high freshness 
Manual correction – indefinite, high freshness 
Geocoded – time varying, medium freshness 

TTL and freshness should be 
based on the match probability 

Higher match score – longer TTL, higher fresh-
ness 

TTL and freshness should be 
based on the likelihood of geo-
graphic change 

High-growth area – shorter TTL, lower fresh-
ness 

TTL and freshness should  
depend on the update frequency 
of the reference data 

High frequency – shorter TTL, lower freshness 

TTL and freshness should  
correlate with agreement between 
sources 

High agreement – longer TTL, high freshness 

Freshness should correlate with 
time elapsed since geocode  
creation 

Long elapsed time – lower freshness 

 
In all cases where caching is used, a tradeoff exists between the acceptable levels of accu-

racy present in the old cached results and the cost of potentially having to recreate them. 
Best practices relating to geocode caching are listed in Best Practices 37. 
13.5 COMPLETENESS 

Although the accuracy of a reference dataset can be considered a measure of its preci-
sion, or how accurate the reference features it contains are, the completeness of a reference 
dataset can be considered as a measure of recall. In particular, a more complete reference 
dataset will contain more of the real-world geographic objects for its area of coverage than 
would a less complete one. Using a more complete reference dataset, one can achieve better 
results from the geocoding process. Similar to accuracy, levels of completeness vary both 
between different reference datasets and within a single one. More in-depth discussions of 
precision and recall are provided in Section 14.2.1. 

A distinction should be made between feature and attribute completeness. As recall 
measures, both refer to the amount of information maintained out of all possible informa-
tion that could be maintained. The former case refers to a measurement of the amount of 
features contained in the reference dataset in comparison to all possible features that exist in 
reality. The latter refers to a measurement of the amount of information (number of 
attributes) contained per feature out of all information (possible attributes) that could possi-
bly be used to describe it.  
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Best Practices 37 – Geocode caching 

Policy Decision Best Practice 
Should geocode 
caching be used? 

If addresses are to be geocoded more than once, the use of 
geocode caching should be considered. 
 
If geocoding speed is an issue, interpolation methods are too 
slow, and addresses are geocoded more than once, geocode 
caching should be used. 
 
Geocode results from interactive geocoding sessions should be 
cached. 
 
Metadata should describe all aspects of the geocoding process: 
• The feature matched 
• The interpolation algorithm 
• The reference dataset 

 
When should a  
geocode cache be 
invalidated (e.g., 
when does temporal 
staleness take  
effect)? 

If reference datasets or interpolating algorithms are changed, 
the geocode cache should be cleared.  
 
Temporal staleness (freshness and/or TTL evaluation) should 
be calculated for both an entire geocode cache as well as per 
geocode every time a geocode is to be created. 
 
If a TTL has expired, the cache should be invalidated. 
 
If freshness has fallen below an acceptable threshold, the cache 
should be invalidated. 
 
If a cache is cleared (replaced), the original data should be  
archived. 

 
There is no consensus as to how either of these completeness measures should be calcu-

lated or evaluated because any measure would require a gold standard to be compared 
against, resulting in very few cases for which either of these measures are reported with a 
reference data source. Instead, completeness measurements usually are expressed as compar-
isons against other datasets. For instance, it is typical to see one company’s product touted as 
“having the most building footprints per unit area” or “the greatest number of attributes,” 
describing feature completeness and attribute completeness, respectively. Using these me-
trics as anything other than informative comparisons among datasets should be avoided, be-
cause if the vendor actually had metrics describing the completeness in quantitative meas-
ures, they would surely be provided. Their absence indicates that these values are not known. 
Some simple, albeit useful quantitative measures that have been proposed are listed in Table 
32. Note that a small conceptual problem exists for the third row of the table. TIGER/Line 
files (United States Census Bureau 2008d) represent continuous features (address ranges), 
where USPS ZIP+4 (United States Postal Service 2008a) databases represent discreet fea-
tures, but the street features themselves can be checked in terms of existence and address 
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range by making some modifications to the original structures (e.g., grouping all addresses in 
the USPS ZIP+4 per street to determine the ranges and grouping by street name to deter-
mine street existence). Best practices relating to the completeness of the reference datasets 
are listed in Best Practices 38. 

 
Table 32 – Simple completeness measures 

Completeness Measure 
True reference feature exist/non-existent in reference dataset 
True original address exist/non-existent as attribute of feature in reference dataset 
Compare one reference dataset to another (e.g., TIGER/Line files [United States 
Census Bureau 2008d] vs. USPS ZIP+4 [United States Postal Service 2008a]) 
 

Best Practices 38 – Reference dataset completeness problems 

Policy Decision Best Practice 
When and how 
can and should the 
attribute  
completeness of 
the reference  
dataset be  
improved? 

If the attribute completeness of the reference data is consistently 
leading to a high proportion of false positive or negative feature- 
matching results it should be improved, if the time and money 
available for the task are available.  
 
Improvements can be made by: 
• Filling in the missing aspatial attributes through joins with 

data from other sources (e.g., a street name file from the 
USPS) 

• Appending local scale knowledge of alternate names using 
alias tables. 

When and how 
can and should the 
feature  
completeness of 
the reference  
dataset be  
improved? 

If the feature completeness of a reference dataset is consistently 
leading to a high proportion of false negative feature-matching 
results it should be improved, if the time and money available for 
the task are available.  
 
Improvements can be made by intersecting with other reference 
datasets that contain the missing features (e.g., a local road layer 
being incorporated into a highway layer). 
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14. FEATURE-MATCHING QUALITY METRICS 

This section describes the different types of possible matches 
and their resulting levels of accuracy, and develops alternative 
match rates. 

14.1 MATCH TYPES 

The result of the feature-matching algorithm represents a critical part of the quality of 
the resulting geocode. Many factors complicate the feature-matching process and result in 
different match types being achievable. In particular, the normalization and standardization 
processes are critical for preparing the input data. If these algorithms do a poor job of con-
verting the input to a form and format consistent with that of the reference dataset, it will be 
very difficult, if not impossible, for the feature-matching algorithm to produce a successful 
result.  

However, even when these processes are applied well and the input data and reference 
datasets both share a common format, there still are several potential pitfalls. These difficul-
ties are exemplified by investigating the domain of possible outputs from the feature-
matching process. These are listed in Table 33, which shows the descriptions and causes of 
each. An input address can have no corresponding feature in the reference dataset (i.e., the 
“no match” case), or it can have one or more. These matches can be perfect, meaning that 
every attribute is exactly the same between the input address and the reference feature, or 
non-perfect, meaning that some of the attributes do not match between the two. Examples 
that would result in some of these are depicted in Figure 22. Note that in most cases, an am-
biguous perfect match indicates either an error in the reference dataset (E-911 is working 
toward getting rid of these), or incompletely defined input data matching multiple reference 
features. 

Once a single feature (or multiple features) is successfully retrieved from the reference 
set by changing the SQL and re-querying if necessary (i.e., attribute relaxation), the feature-
matching algorithm must determine the suitability of each of the features selected through 
the use of some measures. The real power of a feature-matching algorithm therefore is two-
fold: (1) it first must be able to realize that no match has been returned, and then (2) subse-
quently automatically alter and regenerate the SQL to attempt another search for matching 
features using a different set of criteria. Thus, one defining characteristic distinguishing dif-
ferent feature-matching algorithms is how this task of generating alternate SQL representa-
tions to query the reference data is performed. Another is the measures used to determine 
the suitability of the selected features.  
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Table 33 – Possible matching outcomes with descriptions and causes 

Outcome Description Cause Code
Perfect 
match 

A single feature in the  
reference dataset could be 
matched to the input  
datum, and both share 
every attribute. 

The combination of input 
attributes exactly matches 
those of a single reference 
feature. 

P 

Non-
perfect 
match 

A single feature in the  
reference dataset could be 
matched to the input  
datum, and both share 
some but not all attributes. 

At least one, but not all, of 
the combinations of input 
attributes exactly match those 
of a single reference feature. 

Np 

Ambiguous 
perfect 
match 

Multiple features in the  
reference dataset could be 
matched to the input  
datum, and each shares 
every attribute. 

The combination of input 
attributes exactly matches 
those of multiple reference 
features. 

Ap 

Ambiguous 
non-perfect 
match 

Multiple features in the  
reference dataset could be 
matched to the input  
datum, and each shares 
some but not all attributes. 

At least one, but not all, of 
the combinations of input 
attributes exactly matches 
those of multiple reference 
features. 

Anp 

No match No features in the  
reference dataset could be 
matched to the input  
datum. 

The combination of input 
attributes is not found in the 
reference dataset. 

N 

 

 
Figure 22 – Examples of different match types 
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Much like the address normalization process, there are both simplistic and complex ways 
to achieve this, and each has its particular strengths and weaknesses and is suitable under 
certain conditions. This process of feature matching is tightly related to the computer 
science field of record linkage. Many fundamental research questions and concepts devel-
oped therein have been applied to this task of feature matching. Best practices related to fea-
ture match types are listed in Best Practices 39. 

 
Best Practices 39 – Feature match types 

Policy Decision Best Practice 
Which match types should be  
considered acceptable? 

Perfect and non-perfect non-ambiguous 
matches should be considered acceptable. 
 

Which match types should considered 
unacceptable? 

Ambiguous matches should not be consi-
dered acceptable. 
 

What should be done with  
unacceptable matches? 

Non-acceptable matches should be reviewed, 
corrected, and re-processed. 

What metadata should be maintained? Metadata should describe the reason why an 
action was taken (e.g., the match type) and 
what action was taken. 

What actions can and should be taken 
to correct unacceptable matches? 

At a minimum, manual review/correction and 
attribute relaxation should be attempted. 

14.2 MEASURING GEOCODING MATCH SUCCESS RATES 

Match rates can be used to describe the completeness of the reference data with regard 
to how much of the input data they contain, assuming that all input data are valid and should 
rightfully exist within them. Match rates also can be used to test the quality of the input data 
in the reverse case (i.e., when the reference data are assumed to be complete and unmatcha-
ble input data are assumed to be incorrect).  

 
Under no circumstances should a high match rate be understood as 
equivalent to a high accuracy rate; the two terms mean fundamentally dif-
ferent things.  

 
A geocoder resulting in a 100 percent match rate should not be considered accurate if all 

of the matches are to the city or county centroid level. 
14.2.1 Precision and recall 

Precision and recall metrics are often used to determine the quality of an information re-
trieval (IR) strategy. This measurement strategy breaks the possible results from a retrieval 
algorithm into two sets of data: (1) one containing the set of data that should have correctly 
been selected and returned by the algorithm, and (2) another containing a set of data that is 
actually selected and returned by an algorithm, with the latter one causing the problem (Rag-
havan et al. 1989). The set of data that was actually returned may contain some data that 
should not have been returned (i.e., incorrect data), and it may be missing some data that 
should have been returned. In typical IR parlance, recall is a measure that indicates how 
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much of the data that should have been obtained actually was obtained. Precision is a 
measure of the retrieved data’s correctness. 
14.2.2 Simplistic match rates 

In the geocoding literature, the related term match rate often is used to indicate the per-
centage of input data that were able to be assigned to a reference feature. Although this is 
related to the recall metric, the two are not exactly equivalent. The match rate, as typically 
defined in Equation 5, does not capture the notion of the number of records that should 
have been matched. The match rate usually is defined as the number of matched records 
(i.e., records from the input data that were successfully linked to a reference feature) divided 
by the total number of input records: 

 

RecordsAll #
Records  Matched#

 
Equation 5 – Simplistic match rate 

 
This version of match rate calculation corresponds to Figure 23 (a), in which the match 

rate would be the differences between the areas of records attempted and records matched. 
14.2.3 More representative match rates  

It may be of more interest to qualify the denominator of this match rate equation in 
some way to make it closer to a true recall measure, eliminating some of the false negatives. 
To do this, one needs to determine a more representative number of records with addresses 
that should have matched. For example, if a geocoding process is limited in using a local-
scale reference dataset with limited geographic coverage, input data corresponding to areas 
that are outside of this coverage will not be matchable. If they are included in the match rate, 
they are essentially false negatives; they should have been simply excluded from the calcula-
tion instead. It might therefore be reasonable to define the match rate by subtracting these 
records with addresses that are out of the area from the total number of input records: 

 

etc. county, state, ofout  Records # - Records All #
Records  Matched#

 
Equation 6 – Advanced match rate 

 
This match rate calculation corresponds to Figure 23(b), in which the match rate would 

be the differences between the areas of records matched and the records within the coverage 
area, not simply just records attempted, resulting in a more representative, higher match rate. 
Registries need to use caution when utilizing this because using these other attributes (e.g., 
county, USPS ZIP Code) for determining what should have been rightfully included or ex-
cluded for geocodability within an area also is subject to error if those attributes themselves 
are erroneous as well. 
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Figure 23 – Match rate diagrams 

14.2.4 A generalized match rate 

This approach can be generalized even further. There are several categories of data that 
will not be possible to be matched by the feature-matching algorithm. For instance, data that 
are outside of the area of coverage of the reference dataset, as in the last example, will posses 
this property. Input data that are in a format not supported by the geocoding process will as 
well.  

For example, if the geocoding process does not support input in the form of named 
places, intersections, or relative directions, input in any one of these forms will never be able 
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to be successfully matched to a reference feature and will be considered “invalid” by this 
geocoder (i.e., the input data may be fine but the reference data do not contain a match). Fi-
nally, a third category comprises data that are simply garbage, and will never be matched to a 
reference feature simply because they do not describe a real location. This type of data is 
most typically seen because of data entry errors, when the wrong data have been entered into 
the wrong field upon entry (e.g., a person’s birth date being entered as his or her address). 
One can take this representative class of invalid data, or data that are impossible to match 
(or impossible to match without additional research into the patient’s usual residence address 
at the time of diagnosis), into account in the determination of a match rate as follows: 

 

match to e impossiblRecords # - Records All #
Records  Matched#

 
Equation 7 – Generalized match rate 

 
This match rate calculation corresponds to Figure 23(c), in which the match rate is no 

longer based on the total number of record attempted; instead, it only includes records that 
should have been matchable, based on a set of criteria applied. In this case, the set of ad-
dresses that should have successfully matched is made up by the area resulting from the un-
ion of each of the areas. The match rate then is the difference between this area and the area 
of records that matched, resulting in an even more representative, higher match rate. 
14.2.5 Non-match classification 

The difficult part of obtaining a match rate using either of the two latter equations 
(Equation 6 or Equation 7) is classifying the reason why a match was not obtainable for in-
put data that cannot be matched. If one were processing tens of thousands of records of in-
put data in batch and 10 percent resulted in no matches, it might be too difficult and time-
consuming to go through each one and assign an explanation. 

Classifying input data into general categories such as valid or invalid input format should 
be fairly straightforward. This could be accomplished for address input data simply by mod-
ifying the address normalization algorithm to return a binary true/false along with its output 
indicating whether or not it was able to normalize into a valid address. One could also use 
the lower-resolution attributes (e.g., USPS ZIP Code) to get a general geographic area to 
compare with the coverage of the reference dataset for classification as inside or outside the 
coverage area of the reference dataset. Although not exactly precise, these two options could 
produce first-order estimates for the respective number of non-matches that fall into each 
category and could be used to derive more representative values for match rates given the 
reference dataset constraints of a particular geocoding process. 
14.3 ACCEPTABLE MATCH RATES 

An acceptable match rate is a specific match rate value that a geocoding process must 
meet such that the geocoded data can be considered valid for use in a research study. What 
constitutes an acceptable match rate is a complex subject and includes many factors such as 
what type of feature matched to or the particular linkage criteria used at a registry. Further, it 
needs to be stated that the overall match rate comes from both the input data and the refer-
ence data, which together constrain the total value. Other than early reports by Ratcliffe 
(2004), an exhaustive search at the time of this writing found no other published work inves-
tigating this topic. There is a wealth of literature on both the selection bias resulting from 
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match rates as well as how these rates may effectively change between geographies (c.f., 
Oliver et al. 2005, and the references within), but a qualitative value for an acceptable match 
rate for cancer-related research has not been proposed. It is not possible to recommend us-
ing the percentages Ratcliffe (2004) defined, as they are derived from and meant to be ap-
plied to a different domain (crime instead of health), but it would be interesting to repeat his 
experiments in the health domain to determine if health and crime have similar cutoffs. Fur-
ther research into using the more advanced match rates just described would be useful. What 
can be stated generally is that an acceptable match rate will vary by study, with the primary 
factor being the level of geographic aggregation that is taking place. Researchers will need to 
think carefully if the match rates they have achieved allow their geocoded data to safely be 
used for drawing valid conclusions. Each particular study will need determine if the qualities 
of their geocodable versus non-geocodable data may indicative of bias in demographic or 
tumor characteristics, from which they should draw conclusions on the suitability and repre-
sentativeness of their data (Oliver et al. 2005). 
14.4 MATCH RATE RESOLUTION 

The discussion thus far has developed a measure of a holistic-level match rate, which 
is a match rate for the entire address as a single component. An alternative to this is to use 
an atomic-level match rate, which is a match rate associated with each individual attribute 
that together composes the address. This type of measure relates far more information about 
the overall match rate because it defines it at a higher resolution (i.e., the individual attribute 
level as opposed to the whole address level). Essentially, this extends the concept of match 
rate beyond an overall percentage for the dataset as a whole to the level of per-each-
geocoded-result. 

To achieve this type of match rate resolution, ultimately all that is required is documenta-
tion of the process of geocoding. If each process applied, from normalization and standardi-
zation to attribute relaxation, recorded or reported the decisions that were made as it 
processed a particular input datum along with the result it produced, this per-feature match 
rate could be obtained and an evaluation of the type of address problems in one’s input 
records could be conducted.  

For instance, if probabilistic feature matching was performed, what was the uncertainty 
cutoff used, and what were the weights for each attribute that contributed to the composite 
weight? If deterministic feature matching was used, which attributes matched and which 
ones were relaxed and to what extent? This type of per-feature match rate is typically not 
reported with the output geocode when using commercial geocoding software, as many of 
the details of the geocoding process used are hidden “under the hood,” although it is part of 
the feature-matching process. However, codes pertaining to the general match process are 
generally available. Best practices related to success rates (match rates) are listed in Best Prac-
tices 40. 
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Best Practices 40 – Success (match) rates 

Policy Decision Best Practice 
Which metrics should be 
used to describe the  
success rate of feature- 
matching algorithms? 

At a minimum, feature-matching success should be described in terms of match rates. 

How should match rates 
be calculated? 

At a minimum, match rates should be computed using the simplistic match rate formula. If constraints 
permit, more advanced match rates should be calculated using the other equations (e.g., the advanced 
and generalized match rate formulas). 
 
Metadata should describe the type of match rate calculated and variables used along with how they were 
calculated. 

How should an advanced 
match rate be calculated? 

First-order estimates for the number of input addresses outside the coverage area for the current set of 
reference datasets should be calculated using lower resolution reference datasets (e.g., USPS ZIP Code 
reference files). This number should be subtracted from the set of possible matches before doing the 
match rate calculation. 
 
The metadata should describe the lower resolution reference dataset used for the calculation. 

How should a generalized 
match rate be calculated? 

If the normalization algorithm can output an indication of why it failed, this should be used for  
classification, and the resulting classification used to derive counts. This number should be subtracted 
from the set of possible matches before doing the match rate calculation. 

At what resolution and for 
what components can and 
should match rates be  
reported? 

Match rates should be reported for all aspects of the geocoding process, at both the holistic and atomic 
levels. 

How can atomic-level 
match rates be calculated? 

If the geocoding process is completely transparent, information about the choices made and output of 
each component of the geocoding process can be measured and combined to calculate atomic-level 
match rates. 
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15. NAACCR GIS COORDINATE QUALITY CODES 

This section introduces the NAACCR GIS Coordinate Quali-
ty Codes and discusses their strengths and weaknesses. 

15.1 NAACCR GIS COORDINATE QUALITY CODES DEFINED 

For geocoding output data to be useful to consumers, metadata describing the quality as-
sociated with them are needed. To this end, NAACCR has developed a set of GIS Coordi-
nate Quality Codes (Hofferkamp and Havener 2008, p. 162) that indicate at a high level the 
type of data represented by a geocode. It is crucial that these quality codes be associated with 
every geocode produced at any time by any registry.  

 
Without such baseline codes associated with geocodes, researchers 
will have no idea how good the data they run their studies on are be-
cause it will depend on the study size, resolution, etc.—without re-
quiring the need for follow-up contact with the data provider or per-
forming the geocoding themselves—and therefore the researchers 
will have no clue as to how representative their results are.  

 
Abbreviated versions of these codes are listed in Table 34, and correspond roughly to 

the hierarchy presented earlier. For exact codes and definitions, refer to Data Item #366 of 
Standards for Cancer Registries: Data Standards and Data Dictionary (Hofferkamp and Havener 
2008, p. 162). 

 
Table 34 – NAACCR recommended GIS Coordinate Quality Codes (paraphrased) 

Code Description 
1 GPS 
2 Parcel centroid 
3 Match to a complete street address 
4 Street intersection 
5 Mid-point on street segment 
6 USPS ZIP+4 centroid 
7 USPS ZIP+2 centroid 
8 Assigned manually without data linkage 
9 5-digit USPS ZIP Code centroid 
10 USPS ZIP Code centroid of Post Office Box or Rural Route 
11 City centroid 
12 County centroid 
98 Coordinate quality is unknown 
99 Geocoding was attempted but unable or unwilling to assign coordinates 
 
Likewise, researchers should refrain from using any data that do not have accuracy me-

trics like the codes in the previous table, and they should insist that these be reported in  
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geocoded data they obtain. It is up to the researcher to decide whether or not to use geo-
codes with varying degrees of reported quality, but it should be clear that incorporating data 
without quality metrics can and should lower the confidence that anyone can have in the re-
sults produced. Further, the scientific community at large should require that research un-
dergoing peer review for possible scientific publication indicate the lineage and accuracy me-
trics for the data used as a basis for the studies presented, or at least note its absence as a 
limitation of the study.  

There are three points to note about the present NAACCR GIS Coordinate Quality 
Codes and other similar schemes for ranking geocodes (e.g., SEER census tract certainty 
[Goldberg et al. 2008c]). The first is that its code 98--coordinate quality unknown--is effec-
tively the same as having no coordinate quality at all. Therefore, utilization of this code 
should be avoided as much as possible because it essentially endorses producing geocodes 
without knowing anything about coordinate quality.  

Second, the codes listed in this table are exactly what they indicate that they are, qualita-
tive codes describing characteristics of the geocodes. No quantitative values can be derived 
from them and no calculations can be based upon them to determine such things as direc-
tion or magnitude of the true error associated with a geocode. Thus, they serve little function 
other than to group geocodes into classes that are (rightfully or wrongfully) used to deter-
mine their suitability for a particular purpose or research study. 

Finally, the current standard states “Codes are hierarchical, with lower numbers having 
priority” (Hofferkamp and Havener 2008, p. 162). When taken literally, the standard only 
discusses the priority that should be given to one geocode over another, not the actual accu-
racy of geocodes; however, it nonetheless has ramifications on the geocoding process be-
cause geocoding developers may use this to guide their work. Without specifically stating it, 
this table can be seen in one light to imply a hierarchical accuracy scheme, with lower values 
(e.g., 1) indicating a geocode of higher accuracy and higher values (e.g., 12) indicating a geo-
code of lower accuracy.  

Unfortunately, this may not be correct in all cases and geocoding software developers 
and users need to be aware that the choice of which is the “best” geocode to choose/output 
should not be determined from the ranks in this table alone. Currently however, most com-
mercial geocoders do in fact make use of hierarchies such as this in the rules that determine 
the order of geocodes to attempt, which may not be as good as human intervention, and is 
definitely incorrect in some cases. For instance, out of approximately 900,000 street seg-
ments in California that have both a ZCTA and place designation in the TIGER/Line files 
(where both the left and right side values are the same for the ZCTA and Place) (United 
States Census Bureau 2008d), approximately 300,000 street segments have corresponding 
ZCTA areas that are larger than the corresponding place areas for the same segment. Recall 
that matching to feature with a smaller area and calculating its centroid is more likely to re-
sult in a geocode with greater accuracy. Taken together, it is clear that in the cases for when a 
postal address fails to match and a matching algorithm relaxes to try the next feature type in 
the implied hierarchy, one-third of the time, choosing the USPS ZIP Code is the wrong 
choice (ignoring the fact that ZCTA and USPS ZIP Codes are not the same—see Section 
5.1.4 for details). Goldberg et al. (2008c) can be consulted for further discussion of this top-
ic.  

It should be clear that although the GIS coordinate quality codes such as those advo-
cated by NAACCR are good first steps toward geocoding accountability, there is still much 
work to be done before they truly represent qualitative values about the geocodes that they 
describe. Abe and Stinchcomb (2008, p. 124) clearly articulate the need for “geocoding  
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software [to] automatically record a quantitative estimate of the positional accuracy of each 
geocode based on the size and spatial resolution of the matched data source, [which] could 
be used to provide a positional ‘confidence interval’ to guide the selection of geocoded 
records for individual spatial analysis research projects.” Best practices related to GIS Coor-
dinate Quality Codes are listed in Best Practices 41. 

 
Best Practices 41 – GIS Coordinate Quality Codes 

Policy Decision Best Practice 
When and which GIS  
coordinate quality codes 
should be used? 

At a minimum, the NAACCR GIS Coordinate  
Quality Codes specified in Standards for Cancer  
Registries: Data Standards and Data Dictionary  
(Hofferkamp and Havener 2008, p. 162) should  
always be associated with any geocoded output. 
 
Geocode qualities of less than full street address 
(code 3) should be candidates for manual review. 

When and how can and 
should NAACCR GIS  
Coordinate Quality Codes be 
assigned? 

NAACCR GIS Coordinate Quality Codes should  
always be assigned in the same manner, based on the 
type of reference feature matched and the type of 
feature interpolation performed. 

What other metadata can and 
should be reported? 

If possible, metadata about every decision made by 
the geocoding process should be reported along with 
the results (and stored outside of the present 
NAACCR record layout). 

Should any geocodes without 
NAACCR GIS Coordinate 
Quality Codes be used for 
research? 

Ideally, any geocodes without NAACCR GIS  
Coordinate Quality Codes should not be used for 
research. 
 
If geocodes without NAACCR GIS Coordinate 
Quality Codes must be used, this should be stated as 
a limitation of the study. 
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Part 4: Common Geocoding Problems 

 
 
 

Throughout this document, potential problems regarding the geocoding process have been 
discussed as each component has been introduced. This part of the document will list specif-
ic problems and pitfalls that are commonly encountered, and provide advice on the best and 
recommended ways to overcome them. In all cases, the action(s) taken should be docu-
mented in metadata that accompany the resulting geocode, and the original data should be 
maintained for historical lineage. 
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16. QUALITY ASSURANCE/QUALITY CONTROL 

This section provides insight into possible methods for over-
coming problems that may encountered in the geocoding 
process. 

16.1 FAILURES AND QUALITIES 

As discussed throughout the text of this document, an address may fail to geocode to an 
acceptable level of accuracy (including not geocoding at all) for any number of reasons in-
cluding errors within the address itself, errors in the reference dataset, and/or the uncertainty 
of a particular interpolation algorithm. In Table 35, classes of problems from the previous 
sections have been listed along with example cases or reasons why they would have occurred 
for the input address that should be “3620 S. Vermont Ave, Los Angeles, CA 90089.” These 
classifications will be used in the following sections to enumerate the possible options and 
describe the recommended practice for each type of case. Note that each registry may have 
its own regulations that determine the protocol of action regarding how certain classes of 
problems are handled, so some of the recommended solutions may not be applicable univer-
sally. In addition to these processing errors, there are also acceptable “quality” levels that 
may be required at a registry. The current standard of reporting to which vendors are cur-
rently held responsible are found within the NAACCR GIS Coordinate Quality Codes (Hof-
ferkamp and Havener 2008, p. 162) as listed in Table 34. Although the shortcomings with 
these codes have been listed in Section 15.1, these will be used to guide the recommended 
decisions and practices. The items in these tables are by no means exhaustive; registries may 
face many more that are not listed. For these cases, the sections in the remainder of this sec-
tion provide the details as to why a particular option is recommended with the hopes of us-
ing similar logic in determine the appropriate action in the appropriate circumstance(s). 
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Table 35 – Classes of geocoding failures with examples for true address 3620 S. Vermont Ave, Los Angeles CA 90089   

Index Geocoded Problem Example 
1 No Failed to geocode because the input data are incorrect. 3620 S Verment St, Los Angeles, CA 90089 
2 No Failed to geocode because the input data are incomplete. 3620 Vermont St, Los Angeles, CA 90089 
3 No Failed to geocode because the reference data are  

incorrect. 
Address range for 3600-3700 segment in  
reference data is listed as 3650-3700 

4 No Failed to geocode because the reference data are  
incomplete. 

Street segment does not exist in reference data 

5 No Failed to geocode because the reference data are  
temporally incompatible. 

Street segment name has not been updated in the 
reference data 

6 No Failed to geocode because of combination of one or 
more of 1-5. 

3620 Vermont St, Los Angeles CA 90089, where 
the reference data has not been updated to a 
include the 3600-3700 address range for segment 

7 Yes Geocoded to incorrect location because the input data 
are incorrect. 

3620 S Verment St, Los Angeles, CA 90089 was 
(incorrectly) relaxed and matched to 3620 aaa 
Ferment St, Los Angeles, CA 90089 

8 Yes Geocoded to incorrect location because the input data 
are incomplete. 

3620 Vermont St, Los Angeles, CA 90089 was 
arbitrarily (incorrectly) assigned to 3620 N a 
Vermont St, Los Angeles, CA 90089 

9 Yes Geocoded to incorrect location because the reference 
data are incorrect. 

The address range for 3600-3700 is reversed to 
3700-3600 

10 Yes Geocoded to incorrect location because the reference 
data are incomplete. 

Street segment geometry is generalized straight 
line when the real street is extremely curvy 

11 Yes Geocoded to incorrect location because of interpolation 
error. 

Interpolation (incorrectly) assumes equal  
distribution of properties along street segment 

12 Yes Geocoded to incorrect location because of dropback  
error. 

Dropback placement (incorrectly) assumes a  
constant distance and direction 

13 Yes Geocoded to incorrect location because of combination 
of one or more of 7-12. 

The address range for 3600-3700 is reversed to 
3700-3600, and dropback of length 0 is used 
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Table 36 – Quality decisions with examples and rationale 

 

Decision Practice Rationale 
When only a USPS PO box is available, yet a USPS 
ZIP+4 is correct; should the geocoded address be 
based on the USPS ZIP+4 centroid or the USPS 
ZIP+5 centroid? 

The address should be  
geocoded to the USPS 
ZIP+4. 

The USPS ZIP+5 will be based on the 
USPS PO box address, which is less  
accurate than the USPS ZIP+4 based on 
the address. 

When only an intersection is available, should the  
centroid of the intersection or the centroid of one of 
the properties on the corners be used? 

The centroid of the one of the 
corner properties should the 
used. 

This increases the likelihood of that the 
geocode is on the correct location from 0 
(the intersection centroid will never be 
correct), to 1/number of corners. 

If the location of the address is known, should the 
geocode be manually moved to it (e.g., manually 
dragged using a map interface)? 

The geocode should be 
moved if the location is 
known. 

A known location should be used over a 
calculated one. 

If the location of the building for an address is known, 
should the geocode be manually moved to its  
centroid? 

The geocode should be 
moved if the building is 
known. 

A known location should be used over a 
calculated one. 

If only a named place is available as an address, should 
research be performed to determine an address or 
should the next lower resolution attribute be used 
(e.g., city name) 

Research for the address of a 
named place should be  
attempted before moving to 
the next lower resolution 
attribute. 

The address information may be trivially 
available, and it will dramatically improve 
the resulting geocode. 

If the geocode is less accurate than USPS ZIP Code 
centroid (GIS Coordinate Quality Code 10), should it 
be reviewed for manual correction? 

Geocodes with accuracy less 
than GIS Coordinate Quality 
Code 10 should be reviewed 
for manual correction. 

After USPS ZIP Code level certainty, the 
appropriateness of using a geocode in all 
but large area aggregation studies  
diminishes rapidly. 

Should manual steps be taken in order to get a  
geocode for every record? 

Manual processing should be 
attempted to get a geocode 
for every record. 

Patients should not be excluded from  
research studies because their address was 
not able to be geocoded. 
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 Decision Practice Rationale 
If a street segment can be matched, but the address 
cannot, should the center point of the segment or the 
centroid of the minimum bounding rectangle (MBR) 
encompassing the segment be used? 

The centroid of the MBR 
should be used. 

In the case where a street is straight, the 
centroid of the MBR would be the center 
point of the street. In the case of a curvy 
street, using the centroid minimizes the 
possible error from any other point on 
the street. 

If two connected street segments are ambiguously 
matched, should their intersection point or the  
centroid of the MBR encompassing them be used? 

The centroid of the MBR 
should be used. 

In the case where the two streets are 
straight, the centroid of their MBR would 
be the intersection point between them 
(assuming their lengths are similar and the 
angle between them is 180 degrees). In 
the case of two curvy streets, the angle 
between them being sharp, or the lengths 
being dramatically different, using the 
centroid minimizes the possible error 
from any other point on the two streets. 

If two disconnected street segments are ambiguously 
matched, should the centroid of the MBR  
encompassing them be used? 

The centroid of the MBR 
should be used. 

The centroid of their MBR minimizes the 
possible error from any other point on 
the two streets. 

If an address geocodes different now than it has in the 
past, should all records with that geocode be updated? 

All records should be updated 
to the new geocode if it is 
more accurate. 

Research studies should use the most ac-
curate geocode available for a record. 
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17. ADDRESS DATA PROBLEMS 

This section introduces various types of problems at registries 
that occur with address data (e.g., dxAddress, dxCity, dxZIP, 
dxState), including lifecycle and formatting problems. 

17.1 ADDRESS DATA PROBLEMS DEFINED 

Details regarding the exact issues related to a selected set of representative postal ad-
dresses are presented next to illustrate the ambiguities that are introduced as one iteratively 
removes attributes. The best-possible-case scenario is presented first. Best practices relating 
to the management of common addressing problems are listed in Best Practices 42. 

 
Best Practices 42 – Common address problem management 

Policy Decision Best Practice 
What types of lists of  
common input address  
problems and solutions 
should be maintained? 

Lists of problems that are both common (occur more 
than once) and uncommon with recommended  
solutions should be maintained and consulted when 
problems occur. 
 
Examples of common problems include: 
• 15% error in dxCounty 

17.2 THE GOLD STANDARD OF POSTAL ADDRESSES 

The following address example represents the gold standard in postal address data. It 
contains valid information in each of the possible attribute fields and indicates enough in-
formation to produce a geocode down to the sub-parcel unit or the floor level.  

 
“3620 ½ South Vermont Avenue East, Unit 444, Los Angeles, CA, 90089-0255” 

 
In the geographic scale progression used during the feature-matching algorithm, a search 

for this address is first confined by a state, then by a city, then by a detailed USPS ZIP Code 
to limit the amount of possible candidate features to within an area. Next, street name ambi-
guity is removed by the prefix and suffix directionals associated with the name, “South” and 
“East,” respectively, as well as the street type indication, “Avenue.” Parcel identification then 
becomes attainable through the use of the street number, “3620,” assuming that a parcel ref-
erence dataset exists and is accessible to the feature-matching algorithm. Next, a 3-D geo-
code can finally be produced from the sub-parcel identification by combining the unit indi-
cators, “½” and “Unit 444” to determine the floor and unit on the floor, assuming that this 
is an apartment building and that a 3-D building model is available to the feature-matching 
algorithm. Note that both “½” and “444” can mean different things in different localities 
(e.g., they can both refer to subdivided parcels, subdivisions within a parcel, or even lots in a 
trailer park). 

This example illustrates the best-possible-case scenario in terms of postal address speci-
fication and reference dataset availability, and is for most registries, rarely encountered. This 
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is because reference datasets of this quality do not exist for many large regions, details such 
as the floor plan within a building are seldom needed, and input data are hardly ever speci-
fied for this completely. It often is assumed that utilization of the USPS ZIP+4 database will 
provide the gold standard reference dataset, but it actually is only the most up-to-date source 
for address validation alone and must be used in conjunction with other sources to obtain 
the spatial aspect of an output geocode, which may be subject to some error. The practice of 
transforming an incompletely described address into a gold standard address (completely 
described) is performed by most commercial geocoders, as evidenced by the inclusion of the 
full attributes of the matched feature generally included with the geocode result. Best prac-
tices relating to gold standard addresses are listed in Best Practices 43. 

Best Practices 43 – Creating gold standard addresses 

Policy Decision Best Practice 
Should non-gold  
standard addresses 
have information  
added or removed to 
make them “gold 
standard”? 

In the case where legitimate attributes of an address are  
missing and can be non-ambiguously identified, they should 
be added to the address.  
 
Metadata should include: 
• Which attributes were added 
• Which sources were used 

17.3 ATTRIBUTE COMPLETENESS 

This following depiction of standard address data is far more commonly encountered 
than the gold standard address: 

 
“3620 Vermont Avenue, Los Angeles, CA, 90089” 

 
Here, the street directional, sub-parcel, and additional USPS ZIP Code components of 

the address have been removed. A feature-matching algorithm processing this case could 
again fairly quickly limit its search for matching reference features to within the USPS ZIP 
Code as in the last example, but from that point, problems may arise due to address ambi-
guity, the case when a single input address can match to more than one reference feature, 
usually indicative of an incompletely described input address. This can occur at multiple le-
vels of geographic resolution for numerous reasons. 

This last address shows the case of street segment ambiguity, where multiple street 
segments all could be chosen as the reference feature for interpolation based on the informa-
tion available in the input address. First, multiple streets within the same USPS ZIP Code 
can, and routinely do, have the same name, differing only in the directional information as-
sociated with them indicating which side of a city they are on. Further, the address range in-
formation commonly associated with street reference features that are used to distinguish 
them, which will be covered in more detail later, often is repeated for these streets (e.g., 
3600-3700 South Vermont, 3600-3700 North Vermont, and 3600-3700 Vermont). Thus, the 
feature-matching algorithm may be presented with multiple options capable of satisfying the 
input address.  

Moving to a finer scale, street address ambiguity is the case when a single input ad-
dress can match to more than one reference address on a single street segment as in the case 
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where a correct street segment can unambiguously be determined, but a specific location 
along the street cannot because the address number is missing: 

 
“South Vermont Avenue East, Los Angeles, CA, 90089” 

 
At a still finer scale, sub-parcel address ambiguity is the case when a single input ad-

dress can match to more than one reference feature that is contained within the same parcel 
of land. This problem often arises for large complexes of buildings such as Co-op City in 
Bronx, NY, or as in the following example of the Cardinal Gardens residence buildings on 
the USC campus, all sharing the same postal street address: 

 
“3131 S. McClintock Avenue, Los Angeles, CA, 90007” 

 
In these ambiguous cases, most feature-matching algorithms alone do not contain 

enough knowledge to be able to pick the correct one. A detailed analysis of the different me-
thods for dealing with these cases is presented in Section 18. 
17.4 ATTRIBUTE CORRECTNESS 

“831 North Nash Street East, Los Angeles, CA, 90245” 
 
This case exemplifies the beginning of a “slippery slope,” the correctness of address 

attributes. This example lists the USPS ZIP Code “90245” as being within the city “Los An-
geles.” In this particular case, this association is incorrect. The city “Los Angeles” does not 
contain the USPS ZIP Code “90245”, which may at first be considered to be a typographical 
error in the USPS ZIP Code. However, the USPS ZIP Code is in reality correct, but it is part 
of an independent city, “El Segundo,” which is within Los Angeles County. Therefore, one 
of these attributes is indeed wrong and should be ignored and not considered during the fea-
ture selection process, or better yet, corrected and replaced with the appropriate value.  

There are many reasons why these types of errors can and do occur. For instance, people 
sometimes refer to the city or locality in which they live by the name of their neighborhood, 
instead of the city’s official political name or their post office name. As neighborhood names 
are often only locally known, they are often not included in national-scale reference datasets, 
and therefore are not applicable and can appear to be incorrect. In Los Angeles, one obvious 
example is “Korea Town,” an area several miles in size slightly southwest of downtown LA 
that most residents of the city would recognize by name immediately, but would not be 
found as an official name in the TIGER/Line files. Also, the reverse is possible as in the 
previous El Segundo address example. People may mistakenly use the name “Los Angeles” 
instead of the valid city name “El Segundo,” because they lack the local knowledge and as-
sume that because the location is part of the “Los Angeles Metropolitan Area,” “Los An-
geles” is the correct name to use. 

 
This disconnect between local-level knowledge possessed by the people 
creating the data (e.g., the patient describing it or the hospital staff re-
cording it) and the non-local-level knowledge possessed by the sources 
creating the reference datasets presents a persistent difficulty in the geo-
coding process.  
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Similarly, USPS ZIP Codes and ZCTAs are maintained by separate organizations that do 
not necessarily share all updates with each other, resulting in the possibility that the data may 
not be the consistent with each other. As a result, it is often the case that the address data 
input is referring to the USPS ZIP Code, while the reference data source may be using the 
ZCTA (e.g., in TIGER/Line files).  

Finally, USPS ZIP Code routes have a dynamic nature, changing over time for the pur-
pose of maintaining efficient mail delivery, therefore the temporal accuracy of the reference 
data may be an issue. USPS ZIP Codes may be added, discontinued, merged, or split, and 
the boundaries for the geographic regions they are assumed to represent may no longer be 
valid. Thus, older address data entered as valid in the past may no longer have the correct 
(i.e., current) USPS ZIP Code. Although these changes generally can be considered rare, they 
may have a large impact on research studies in particular regions. Best practices relating to 
input data correctness are listed in Best Practices 44. 

Best Practices 44 – Input data correctness 

Policy Decision Best Practice 
Should incorrect 
portions of  
address data be 
corrected? 

If information is available to deduce the correct attributes, they 
should be chosen and associated with the input address.  
 
Metadata should include: 
• The information used in the selection 
• The attributes corrected  
• The original values 

 
17.5 ADDRESS LIFECYCLE PROBLEMS 

The temporal accuracy of address data further depends on what stage in the address life-
cycle both the input address and the reference data are at. New addresses take time to get 
into reference datasets after they are created, resulting in false-negative matches from the 
feature-matching algorithm. Likewise, they stay longer after they have been destroyed, result-
ing in false positives. For new construction in many areas, addresses are assigned by coun-
ty/municipal addressing staff after a developer has received permission to develop the lots. 
How and when the phone companies and USPS are notified of the new address thereafter 
depends on the developer, staffing issues, and other circumstances, but this practice does 
occur. Thus, it may not appear in reference data for some time although it is already being 
reported at the diagnosing facility. Similarly, upon destruction, an address may still appear to 
be valid within a reference dataset for some time when it is in fact invalid. Also, just because 
an address is not in the reference dataset today does not mean that it was invalid in the past 
(e.g., the time period when the address was reported). These issues need to be considered 
when dealing with address data whose lifecycle status could be in question. Also, the length 
of time an individual was at an address (i.e., tenure of address) should be considered in re-
search projects. Best practices related to address lifecycle problems are listed in Best Practic-
es 45. 
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Best Practices 45 – Address lifecycle problems 

Policy Decision Best Practice 
When and how can  
address lifecycle problems 
be accommodated in the 
geocoding process? 

Address lifecycle problems can be overcome by obtaining 
the most recent address reference data for the region as 
soon as it becomes available, and by maintaining  
historical versions once new ones are obtained. 

When and how should 
historical reference  
datasets be used? 

The use of historical reference data may provide higher 
quality geocodes in the cases of: 
• Historical addresses where changes have been made 
to the streets or numbering 
• Diagnosis date may approximate the date the diagno-
sis address was in existence 
• If available, tenure of address should be taken into 
consideration during research projects 

17.6 ADDRESS CONTENT PROBLEMS 

In many cases, the content of the address used for input data will have errors. These can 
include addresses with missing, incorrect, or extra information. For all of these cases there 
are two options and choosing the correct one will depend upon the certainty obtainable for 
the attributes in question that can be determined from inspecting both the other attributes 
and the reference dataset. Such errors may be corrected or left incorrect. It should be noted 
that in some cases, this extra information may be useful. For example, “101 Main Street Apt 
5” might be either “N Main St” or “S Main St,” but perhaps only one is an apartment build-
ing. Best practices related to address content problems are listed in Best Practices 46. 
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Best Practices 46 – Address content problems 

Policy Decision Best Practice 
What can and 
should be done 
with addresses 
that are missing 
attribute  
information? 

If a correct reference feature can be unambiguously identified in 
a reference dataset from the amount of information available, the 
additional missing information from the reference feature should 
be amended to the original address, and denoted as such in the 
metadata record to distinguish it as assumed data.  
 
If a reference feature cannot be unambiguously identified, the 
missing data should remain absent. 

What can and 
should be done 
with addresses 
that have incorrect 
attribute  
information? 

If the information that is wrong is obviously the effect of an  
easily correctable data entry error (e.g., data placed into the 
wrong field), it should be corrected and indicated in the  
metadata.  
 
This action should only be taken if it can be proven through the 
identification of an unambiguous reference feature  
corresponding to the corrected data that this is the only possible 
explanation for the incorrect data.  
 
If it can be proven that there is more than one reference feature 
that could correspond to the corrected data, or there are multiple 
equally likely options for correcting the data, it should be left  
incorrect. 

What can and 
should be done 
with addresses 
that have extra 
attribute  
information? 

If the extra information is clearly not an address attribute and/or 
is the result of data entry error, it can be removed and this must 
be indicated in the metadata.  
 
It must be proven that this is the only possible reason why this 
extraneous data should be declared as such, though the use of 
the reference dataset before this removal can be made.  
 
Extraneous information such as unit, floor, building name, etc. 
should be moved into the Supplemental Field (NAACCR Item 
#2335) so that it can be retained for possible utilization at a later 
time. 
 
If there are equally probable options as to why this information 
was included, it should be retained.  

What is the best 
way to correct  
address errors? 

In the ideal case, addresses should be validated as they are  
entered at the hospital using, at a minimum, the USPS ZIP+4 
database 
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17.7 ADDRESS FORMATTING PROBLEMS 

Incorrectly formatted addresses and addresses with non-standard abbreviations should 
be handled by the address normalization and standardization processes. If not, human inter-
vention may normalize and standardize them. Best practices related to address formatting are 
listed in Best Practices 47. 

Best Practices 47 – Address formatting problems 

Policy Decision Best Practice 
What can and 
should be done 
with address data 
that are incorrectly 
formatted? 

If the address is formatted in a known format, the address  
normalization process could be applied to try to identify the 
components of the address and subsequently reformat it into a 
more standard format, which should be noted in the metadata.  
 
If the format of the original data is unrecognizable or the address 
normalization fails, it should be left in its original format. 

What can and 
should be done 
with address data 
that include non-
standard  
abbreviations? 

The address normalization and standardization components of 
the geocoding process should be applied to correct the data and 
the corrections should be noted in the metadata.  
 
If these processes fail, the data should be left in its original  
format. 

What should be 
done with  
extraneous address 
data? 

Any extra information describing the location or address should 
be moved into the Supplemental Field (NAACCR Item #2335) 
for retention in the case that it becomes useful in the future. 

 
17.8 RESIDENCE TYPE AND HISTORY PROBLEMS 

Not knowing the type or tenure of address data can introduce uncertainty into the result-
ing geocode that is not captured merely with a quality code. This shortcoming usually is 
listed as a limitation of a study and is indicative of a larger public health data issue—these 
data are not collected during the primary data collection, after which point they generally are 
difficult to obtain. The missing information relates to items such as the tenure of residence, 
if it is their home or work address, if this is a seasonal address, and if the address is really 
representative of their true location if they move frequently or spend a lot of time traveling 
or on the road. As such, it is recommended that a tenure of residence attribute (i.e., length of 
time at address) also be associated with an address so that researchers will have a basic un-
derstanding of how well this address really represents the location of a patient. This fits with 
the current trend of opinions in the registry community (e.g., Abe and Stinchcomb 2008). 
The collection of historical addresses may not be practical for all addresses collected, but 
could certainly be attempted in small subsets of the total data to be used in small studies. 

Currently, the NAACCR record layout does not include fields for these data items, so 
these would need to be stored outside of the current layout. In the future, a hierarchical and 
extendable format such as Health Level Seven (HL-7) (Health Level Seven 2007) could be 
adopted or embedded to capture this additional attributes within the NAACCR layout. Best 
practices related to conceptual problems are listed in Best Practices 48. 
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Best Practices 48 – Conceptual problems 

Policy Decision Best Practice 
What can and should 
be done to alleviate 
address conceptual 
problems? 

As much data as possible should be included about the type 
of address reported along with a record including: 
• Tenure of residence 
• Indication of current or previous address 
• Indication of seasonal address or not 
• Indication of residence or work address 
• Housing type (e.g., single family, apartment building) 
• Percent of day/week/month/year spent at this address 
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18. FEATURE-MATCHING PROBLEMS 

This section discusses the various types of problems that oc-
cur during feature matching, as well as possible processing 
options that are available for non-matched addresses. 

18.1 FEATURE-MATCHING FAILURES 

There are two basic reasons why feature matching can fail: (1) ambiguously matching 
multiple features, and (2) not matching any features. When this occurs, the address can either 
remain non-matched and be excluded from a study or an attempt can be made to reprocess 
it in some different form or using another method. Recent research has shown that if a non-
matchable address and the patient data it represents are excluded from a study, significant 
bias can be introduced. In particular, residents in certain types of areas are more likely to re-
port addresses that are non-matchable (e.g., rural areas) and therefore data from such areas 
will be underrepresented in the study. It follows that simply excluding non-matchable ad-
dresses from a study is not recommended (Gregorio et al. 1999, Kwok and Yankaskas 2001, 
Durr and Froggatt 2002, Bonner et al. 2003, Oliver et al. 2005). For this reason, researchers 
and registries are advised to re-attempt feature matching by: 

 
• Hierarchical geocoding, or using iteratively lower resolution portion of the input 

address for geocoding  
• Feature disambiguation, or trying to disambiguate between the ambiguous 

matches 
• Attribute imputation, or trying to impute the missing data that caused the ambigui-

ty 
• Pseudocoding, or determining an approximate geocode from other information 
• Composite feature geocoding, or deriving and utilizing new reference features 

based on the ambiguous matches 
• Waiting it out, simply doing nothing and attempting geocoding after a period of 

time (e.g., after the reference datasets have been updated). 
 
Best practices relating to feature-matching failures are listed in Best Practices 49. Similar 

to the warning that match rates may be indicative of bias in one’s geocoded data (Section 
14.3), researchers need to be aware that using any of the following procedures to obtain a 
geocode for all of their data may also introduce bias into their datasets. A careful evaluation 
of the bias introduction from the use of these methods should be undertaken to determine if 
this may be an issue for one’s particular dataset. This is an ongoing area of research and 
more detailed investigations into this topic are required before specific advice can be given 
on how to identify and deal with these problems. 
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Best Practices 49 – Feature-matching failures   

Policy Decision Best Practice 
When and how 
can and should 
non-matchable 
addresses be  
handled? 

All non-matchable addresses should be re-attempted using: 
• Attempt to obtain more information from source 
• Hierarchical geocoding 
• Feature disambiguation 
• Attribute imputation 
• Composite feature geocoding 

When and how 
can and should 
ambiguous feature 
matches be  
handled? 

Any time an ambiguous feature match occurs, only a single feature (which may be a composite feature) should 
be used for calculating the resulting geocode.  
 
If extra information is available that can be used to determine the correct feature, then it should be, and the me-
tadata should record what was used and why that feature was chosen.  
 
If extra information is not available and/or the correct feature cannot be identified, a geocode resulting from 
the interpolation of lower resolution feature, composite feature, or bounding box should be returned. 

When should a 
lower-resolution 
feature be  
returned from a 
feature-matching 
algorithm? 

If the relative predicted certainty produced from feature interpolation using an attribute of lower resolution 
(e.g., USPS ZIP Code after street address is ambiguous) is less than that resulting from using a composite fea-
ture (if the features are topologically connected) or a bounding box (if they are not topologically connected), it 
should be returned. 

When should a 
derived composite 
feature be used for 
feature  
interpolation? 

If the matched features are topologically connected and if the predicted certainty produced from feature  
interpolation using a composite feature (e.g., street segments joined together) is less than that resulting from 
using an attribute of lower resolution, it should be used for interpolation. 
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 Policy Decision Best Practice 
When should a 
derived bounding 
box be used for 
feature  
interpolation? 

If the matched features are not topologically connected and if the relative predicted certainty produced from 
feature interpolation using a bounding box that encompasses all matched features is less than that resulting 
from using a lower resolution, it should be used for feature interpolation. 

How and when 
can and should 
missing attributes 
be imputed? 

Whether or not to impute missing attribute information will depend on the subjectivity of the registry or  
researcher. 
 
Metadata should indicate: 
• Which attributes are imputed 
• The sources used for imputing them 
• The original values of any attributes that have been changed  

How and when 
should  
pseudocoding be 
used? 

Whether or not to pseudocode will depend on the subjectivity of the registry or researcher. 
 
Metadata should indicate: 
• Which attributes were used to determine the pseudocode 
• The calculation used for approximating the pseudocode 

How and when 
can and should 
geocoding be  
re-attempted at a 
later date after the 
reference datasets 
have been  
updated? 

Geocoding should be re-attempted at a later date after the reference datasets have been updated when it is  
obvious that the geocoding failed because the reference datasets were out-of-date (e.g., geocoding an address in 
a new development that is not present in current versions of a dataset). 
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18.1.1 Hierarchical Geocoding 

The first approach, hierarchical geocoding, is the one most commonly attempted. The 
lower resolution attribute chosen depends both on the reason why geocoding failed in the 
first place as well as the desired level of accuracy and confidence that is required for the re-
search study, and is subject to the warnings regarding implied accuracies within arbitrary fea-
ture hierarchies as discussed in Section 15.1. To make the choice of lower resolution feature 
more accurate, one could use information about the ambiguous features themselves. If the 
two or more features returned from the feature-matching algorithm are of the same level of 
geographic resolution, the most probable course of action is to return the next level of geo-
graphic resolution to which they both belong. For example, if two streets are returned and 
both are in the same USPS ZIP Code, then a geocode for that USPS ZIP Code should be 
returned. If the two streets are in separate USPS ZIP Codes, yet the city is the same, the 
geocode for the city should be returned. The levels of accuracy for each of these would be 
the same as the level of accuracy of the level of geographic resolutions presented earlier, in 
Figure 20. 
18.1.2 Feature Disambiguation 

In the second approach, feature disambiguation, an attempt is made to determine 
which is the correct choice of the possible options. How this is done depends on why the 
ambiguity occurred as well as any other information that may be available to help in the 
choice of the correct option. These cases of ambiguity can result from an error in the refer-
ence dataset in the rare case that two separate reference features are described by the same 
attributes, but this usually indicates an error in the database and will not be discussed here.  

Much more likely is the case in which ambiguity results from the input data not being 
described with enough detail, such as omitting a directional field or the house number. Here, 
disambiguation typically requires the time and subjectivity of a registry staff member, and is 
essentially interactive geocoding, but it could be done after the fact. The staff member se-
lects one of the ambiguous matches as correct based on other information associated with 
the input data, or by reasoning what they have in common and returning the result of what 
can be deduced from this. The staff member performing the geocoding process can take into 
account any type of extra information that could be used to indicate and select the correct 
one. Going back to the source of the data (i.e., the hospital) to obtain some of this informa-
tion may or may not be an option—if it is, it should be attempted. 

For instance, if an input address was simply “Washington Township, NJ” without any 
form of a street address, USPS ZIP Code, or county (of which there are multiple), but it was 
known that the person was required to visit a hospital in a certain county due to particular 
treatment facilities being available, the county of the hospital could be assumed (Fulcomer et 
al. 1998). If a second hypothetical address, “1200 Main St.,” geocoded in the past, but now 
after E-911 implementation the street has been renamed and renumbered such that the new 
address is “80 N. Main Street,” and the reference data have not yet caught up, the registry 
could make the link between the old address and the new one based on lists of E-911 
changes for their area. A third and more common example may occur when the directional 
attribute is missing from a street address (e.g., “3620 Vermont Ave,” where both “3620 N. 
Vermont Ave” and “3620 S. Vermont Ave” exist. Solving these cases are the most difficult, 
unless some other information is available that can disambiguate between the possible op-
tions.  
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18.1.3 Attribute Imputation 

Another approach that can be taken is to impute the missing input address attributes that 
would be required. Unless there is only a single, obvious choice for imputing the missing 
attributes that have rendered the original input data non-matchable, assigning values will in-
troduce some uncertainty into the resulting spatial output. There currently is no consensus as 
to why, how, and under what circumstances attribute imputation should be attempted. At 
the time of this writing, imputing or not imputing is a judgment call that is left up to the re-
gistry, person, software, and most importantly, the circumstances of the input address. 

A researcher will need to be aware of the greatest possible area of uncertainty that should 
be associated with the spatial output resulting from imputed data. Also, imputing different 
attributes will introduce different levels of uncertainty, from one-half the total length of a 
street in the case of a missing building number and a non-ambiguous street reference feature, 
to the MBR of possible city boundaries in the case for which ambiguous city names matched 
and one was imputed as the correct answer.   

In all cases, registry staff and researchers need to be aware of the tradeoffs that result 
from imputing attributes. The confidence/validity one has in the imputed attributes increas-
es if they have been verified from multiple sources. But, as the number of imputed attributes 
rise, it increases the likelihood of error propagation. Therefore, these imputed values need to 
be marked as such in the metadata associated with a geocode so that a researcher can choose 
whether or not to utilize a geocode based on them. The recent works by Boscoe (2008) and 
Henry and Boscoe (2008) can provide further guidance on many of these issues. 
18.1.4 Pseudocoding 

Another approach that can be taken is to impute an actual output geocode based on oth-
er available information or a predefined formula, known as pseudocoding. This has recent-
ly been defined by Zimmerman (2008) as the process of determining pseudocodes, which 
are approximate geocodes. These pseudocodes can be derived by deterministically revert-
ing to a lower resolution portion of the input address (i.e., following the hierarchies pre-
sented in Section 15), or by more complex methods probabilistic/stochastic methods such 
as assigning approximate geocodes based on a specific mathematic distribution function 
across a region. Like attribute imputation, there currently is no consensus as to why, how, 
and under what circumstances pseudocoding should be attempted, but Zimmerman (2008) 
provides insight on how one should work with these data as well as different techniques for 
creating them. 
18.1.5 Composite Feature Geocoding 

If disambiguation through attribute imputation or the subjectivity of a staff member 
fails, the only option left other than reverting to the next best level of resolution or simply 
holding off for a period of time may be to create a new feature from the ambiguous matches 
and use it for interpolation, termed here composite feature geocoding. This approach can 
be seen as an application of the task of delimitating boundaries for imprecise regions (e.g., 
Reinbacher et al. 2008).  

This approach already is essentially taken every time a geocode with the quality “mid-
point of street segment” is generated, because the geocoder fundamentally does the same 
task—derive a centroid for the bounding box of the conjunction of all ambiguous features. 
Here, “all ambiguous features” consists of only a single street, and the centroid is derived 
using a more advanced calculation than strictly the “centroid of the bounding box of the 
ambiguous features.” These generated features would be directly applicable to the  
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quantitative measures based on reference data feature resolution and size called for by Abe 
and Stinchcomb (2008, p. 124). 

If geocoding failed because the street address was missing the directional indicator re-
sulting in ambiguity between reference features that were topologically connected, one could 
geocode to the centroid of the overall feature created by forming an MBR that encompassed 
ambiguously matched features, if relevant to the study paying attention to whether or not the 
entire street is within a single boundary of interest. The relative predicted certainty one can 
assume from this is, at best, one-half of the total length of the street segment, as depicted in 
Figure 20(d). This level of accuracy may be more acceptable than simply reverting to the 
next level of geographic resolution.  

However, taking the center point of multiple features in the ambiguous case may not be 
possible when the input data do not map to ambiguous features that are topologically con-
nected (e.g., when the streets have the same name but different types and are spatially dis-
joint). Estimating a point from these two non-connected features can be achieved by taking 
the mid-point between them, but the accuracy of this action essentially increases to the size 
of the MBR that encompassed both. 

This is depicted in Figure 24, in which the left image (a) displays the area of uncertainty 
for the ambiguously matched streets for the non-existent address “100 Sepulveda Blvd, Los 
Angeles CA 90049,” with the “100 North Sepulveda” block represented by the longer line, 
the “100 South Sepulveda” block represented by the shorter line, and the MBR of the two 
(the area of uncertainty) represented by the box. This is in contrast to the size of the area of 
uncertainty for the whole of the City of LA, as shown in red versus the small turquoise dot 
representing the same MBR on the image to the right (b). 

 

 

b) MBR of North and South Sepulveda (small 
dot) and LA City (outline) 

a) 100 North (longer line) and 100 South Sepul-
veda (shorter line) with MBR (box) 

Figure 24 – Example uncertainty areas from MBR or ambiguous streets vs. encompassing city 
(Google, Inc. 2008b) 

Depending on the ambiguous features matched, the size of the resulting dynamically 
created MBR can vary greatly—from the (small) area of two blocks as in Figure 24 where the 
street segments are located next to each other, to the (large) area of an entire city where the 
streets with the same names and ranges appear on opposite sides of the city with only the 
USPS ZIP Code differing. Thus, it is impossible to indicate that taking the MBR always will 
be the correct choice in every case because the accuracy of a static feature, such as a single 
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city polygon, will in contrast always be the same for all features within it, no matter which of 
its child street segments are ambiguously matched and may represent a smaller area in some 
cases.  

This tradeoff can be both good and bad in that the relationship between the areas of the 
feature with the static boundary (e.g., the city polygon) can be tested against the feature with 
the dynamic boundary (i.e., the dynamically created MBR of the ambiguous features) to de-
termine and choose whichever has the smaller area of uncertainty (i.e., the one with the max-
imum relative predicted certainty). In addition, whether or not the ultimate consumer of the 
output can handle spatial data with variable-level accuracy, as in the MBR approach, or if 
they will require the static-level accuracy a uniform areal unit-based approach will produce, 
needs to be considered. Variations of all of the practices listed in this section may or may not 
be a cost-effective use of registry resources and will vary by registry (e.g., if accurate data are 
required for incidence rates). The possible options for dealing with ambiguity through com-
posite feature geocoding as described in this section are listed in Table 37. 

Table 37 – Composite feature geocoding options for ambiguous data 

Problem Example Options 
Ambiguity between 
connected streets 

100 Sepulveda: ambiguous 
between 100 N and 100 S 
which are connected 

• Intersection of streets 
• Centroid of MBR of 
streets 

Ambiguity between  
disconnected streets 

3620 Vermont: ambiguous 
between 3620 N Vermont 
and 3620 S Vermont which 
are not connected 

• Centroid of MBR of 
streets 

18.1.6 Waiting It Out 

The final approach is to simply wait for the reference data sources to be updated and try 
the geocoding process again. This option is suitable if the staff member thinks the address 
data are indeed correct and that the reference files are out-of-date or contain errors and 
omissions. This is most often the case in rapidly expanding areas of the country where new 
construction is underway, or in old areas where significant reorganization of parcels or 
streets has taken place and street names and parcel delineations have changed between the 
temporal footprint of the reference data and the current time period. Updating the reference 
files may assist in these input data that are not represented in the old reference files. In some 
cases, it may be more suitable to use reference data more representative of the time period 
the addresses were collected (i.e., the remainder of the input data might suffer from these 
newly updated reference datasets). Also, this keeps the record in a non-matched state, mean-
ing that it cannot be included in research or analyses, the exact problem pointed out in the 
opening of this section. 
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19. MANUAL REVIEW PROBLEMS 

In this section, methods for attempting manual review are de-
lineated as are the benefits and drawbacks of each. 

19.1 MANUAL REVIEW 

It is inevitable that some input will not produce an output geocode when run through 
the geocoding process. Also, the level of accuracy obtainable for a geocode may not be suffi-
cient for it to be used. In some of these cases, manual review may be the only option. Best 
practices relating to unmatched addresses are listed in Best Practices 50. Boscoe (2008) and 
Abe and Stinchcomb (2008) can also be used as a guide in dealing with these circumstances. 

Best Practices 50 – Unmatched addresses 

Policy Decision Best Practice 
When and how can and 
should unmatched addresses 
be handled? 

If the geocoding is done per record, an unmatched 
address should be investigated to determine a  
corrective action after it is processed, if time and 
money are available for the task. 
 
If the geocoding process is done in-batch, all  
unmatched addresses should be grouped by failure 
class (from Table 35) and processed together after 
the processing has completed, if time and money are 
available for the task. 

When and how should  
geocoding be re-attempted on 
the updated input addresses? 

The same geocoding process used for the original 
geocoding attempt should be applied again after the 
unmatched address has been corrected. 

 
Manual review is both the most accurate and most time-consuming way to handle non-

matchable addresses. Depending on the problem that caused the address to be non-
matchable, the time it takes to perform a manual review can range from a few seconds to a 
few hours. An example of the first case would be when one of the components of the ad-
dress attributes is obviously wrong because of incorrect data entry such as the simple exam-
ples listed in Table 38. This can be easily corrected by personal review, but might be difficult 
for a computer program to recognize and fix, although advances are being made (e.g., em-
ploying Hidden Markov Models and other artificial intelligence approaches as in Churches et 
al. [2002] and Schumacher [2007]). Few studies have quantified the exact effort/time re-
quired, but the NJSCR reports being able to achieve processing levels of 150 addresses per 
hour (Abe and Stinchcomb 2008). Goldberg et al. (2008d) also provide an analysis of the 
factors involved in these types of processes. 
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Table 38 – Trivial data entry errors for 3620 South Vermont Ave, Los Angeles, CA 

Erroneous Version Error 
3620 Suoth Vermont Avve, Los Angels CA Misspelling 
3620 South Vermont Ave, CA, Los Angeles Transposition 
  
There are solutions that require research on the part of the staff but fall short of re-

contacting the patient, which is usually not an option. Here, a staff member may need to 
consult other sources of information to remedy the problem when the input data are not 
trivially and/or unambiguously correctable. The staff member may obtain the more detailed 
information from other sources if missing data are causing the geocoding process to not 
match or match ambiguously. This task boils down to querying both the individual address 
components, combinations, and aliases against different sources (e.g., USPS ZIP+4 database 
[United States Postal Service 2008a]), other reference sets, local datasets, address points, 
and/or parcels to either identify an error/alias in the input data or an error/alias in the ad-
dress or address range in the reference data, as well as the patient’s name to find other addi-
tional address information (covered in the next section). 

If a geocode has too low of a resolution to be useful, the staff member can reason what 
is the most likely candidate at the most reasonable level of geographic resolution that 
they can determine. Examples of when this could be done are listed previously in Section 
18.1.2. Further options include re-contacting the hospital registry if the record is one that 
requires annual follow-up, in which case a corrected version of the same address may already 
have been obtained. As noted earlier, re-contacting the source of the data (e.g., the hospital) 
may or may not be a viable option. 

At the other end of the spectrum are corrections that would require contacting the pa-
tient to obtain corrected or more detailed information about their address in the case that it 
originally was provided incorrectly or with insufficient detail. Typically, this would not be a 
task performed by a registry during the course of manual review to gain more information to 
successfully geocode a record. Instead, this would normally only be conducted by individual 
researchers for research purposes in special studies. Common examples for which this would 
be the only option include such things as an address consisting of only a USPS ZIP Code, a 
city/town name, or some other descriptive non-matchable term such as “Overseas” or “Mil-
itary.” 

If approach is a valid option, it typically will result in the highest accuracy because the 
staff member can potentially keep attempting to geocode the address with the patient on the 
telephone, asking for more information until they obtain a successful geocode of sufficient 
accuracy. Best practices related to manually reviewing unmatched addresses are listed in Best 
Practices 51. 

154                                                                                      November 10, 2008                                        



                                                                                                                                                              D. W. Goldberg 

Best Practices 51 – Unmatched addresses manual review 

Policy Decision Best Practice 
When and how can and 
should manual review of 
unmatched addresses be 
attempted? 

If the time and money are available, manual review 
should be attempted for any and all addresses that are 
not capable of being processed using automated means.

When and how can and 
should incorrect data (data 
entry errors) be corrected? 

If the error is obviously a data entry error and the  
correction is also obvious, it should be corrected and 
the change noted in the metadata. 

When and how can and 
should a geocode at a higher 
resolution be attempted to 
be reasoned? 

If the geographic resolution of the output geocode is 
too low to be useful (e.g., county centroid), a staff 
member should attempt to reason what better, higher 
resolution geocode could be assigned based on other 
information about the patient/tumor (e.g., use city cen-
troid of the diagnosing facility if it is known they visited 
a facility in their city). 

19.2 SOURCES FOR DERIVING ADDRESSES 

Often, even though a record’s address may not contain enough or correct content to be 
directly useful, other information associated with the record may lend itself to providing a 
more accurate address. For example, if a patient-reported address is not useful, the staff 
member might be able to link with the state DMV and obtain a valid address for the patient. 
This solution assumes that a working relationship exists between a registry and the DMV in 
which the former may obtain data from the latter, and in some cases this may not be feasible 
at the registry level. In these cases, a registry may be able to work with a government agency 
to set up a relationship of this type at a higher level, instead of the registry obtaining the pa-
tient’s DMV data directly. 

 
It must be stated that when registries utilize additional sources for 
gathering additional information about individuals, the intention is 
not to “snoop” on any particular individual. The purpose of gather-
ing this information is entirely altruistic and central to facilitating 
their role in reducing the burden of cancer. 

 
In general, linking with large, administrative databases such as the DMV or Medicare can 

be valuable for augmenting demographic information, such as address, on a cancer record. 
However, these databases are for administrative purposes and are not intended for surveil-
lance or research. The limitations of these databases for cancer registry objectives need to be 
understood. For example, although DMV requires a street address in addition to a USPS PO 
box, the address listed in DMV may have been updated and overwritten since the time of 
cancer diagnosis. Cancer registry personnel must fully understand the data collection me-
thods to make correct assumptions when attempting to supplement cancer registry data. 
These situations obviously will be specific for each registry and dependent on local laws.  

Other sources of data associated with a patient that have been used in the literature as 
well as other possible sources are found in Table 39. Some of these sources (e.g., phone 
books) can be accessed for free as online services; others may require agreements to be made 
between the registry and private or public institutions. By far, the most common approach is 
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to look for a patient’s name in parcel ownership records and associate the address if the 
match seems reasonable (e.g., a one-to-one match is found between name and parcel during 
the correct time period when the person was known to be living in that city). Issues related 
to querying some of these online sources are covered in Section 26. Best practices related to 
data sources for manual review are listed in Best Practices 52. 

Best Practices 52 – Unmatched address manual review data sources 

Policy Decision Best Practice 
When and how can and 
should alternative sources of 
information be reviewed to 
assist in address correction? 

If the problem with the input address is not trivially 
correctable, alternative sources of information should 
be reviewed to attempt address correction, if time 
and money are available for the task. 
 
If a linkage can be determined with a suitable level of 
certainty, it should be made as long as privacy and 
confidentiality concerns in Section 26 are satisfied. 
 
Metadata should include: 
• The source of the supplemental data 
• The staff member who made the linkage 
• The method of linkage (i.e., automatic/manual) 
• The linkage criteria 
• The date the linkage was made 
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Table 39 – Common sources of supplemental data with typical cost, formal agreement requirements, and usage type  

Supplemental Data Source Cost Formal Agreement Required Usage Type 
DMV free yes batch 
Phone Books free no per-record 
Phone Companies free yes batch 
Utility Companies free yes batch 
State Bureau of Vital Statistics and Registration free yes batch 
Social Security Administration free yes per-record 
Military free yes per-record 
Educational Institutions free yes per-record 
USPS ZIP+4 Database not free no batch 
County Deeds/Real Estate Transaction Registries not free no batch 
Municipal or County Assessor Databases varies no batch 
Municipal Resident Lists free no per-record 
State or Municipal Voter Registration Databases varies no batch 
Google Earth free no per-record 
Social Security Death Index free no per-record 
People Finding Web Sites free no per-record 
Medicare/Medicaid free yes per-record 
Vital Statistics free yes batch 
“Googling” a Person’s Name free no per-record 
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20. GEOCODING SOFTWARE PROBLEMS 

This section provides insight into required or possible me-
thods of overcoming problems with geocoding software. 

20.1 COMMON SOFTWARE PITFALLS 

Several common problems and limitations often occur when using commercial geocod-
ing packages. Perhaps the most frustrating is that commercial geocoding processes by their 
very nature do not reveal much about their inner workings. The actual algorithms imple-
mented in commercial products can be held as trade secrets and not provided in detail (they 
are, for the most part, sold to make money). As such, a registry or researcher may not know 
the exact choices made by the components, what its other possible options were, or how the 
final choice was decided. Some older geocoding platforms simply return the spatial output 
without any metadata reporting how or why it was derived or providing information on its 
quality. This can and should prevent a user from having confidence in these results and 
should be avoided. Registries and consumers of commercial software should push these 
vendors to be more open about the inner workings of the geocoding processes that they im-
plement, and about reporting metadata.  

However, even when commercial software packages expose their algorithms and as-
sumptions, it will take a time commitment from a staff member to read and understand 
them. Best Practices 53 contains several common limitations that are encountered in work-
ing with geocoding software and recommended NAACCR actions for overcoming them. 
Note that the intent of this section is to remain “software neutral” by refraining from advo-
cating any particular commercial geocoding platform. Also, as the cost of geocoding contin-
ues to drop, even becoming free (Goldberg 2008a) some of the issues in this section may no 
longer apply. 
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Best Practices 53 – Common geocoding software limitations by component of the geocoding process   

Aspect Limitation Best Practice
Input Data Not accepting intersections as input. The input data will need to be prepared such that one street or the other is chosen and 

used for input.  
 
The street that will produce the lower level of uncertainty should be chosen (e.g., the 
shorter one). 

Not accepting named places as input. The input data will need to be prepared such that the next highest level of resolution 
should be used for input (e.g., move from named building to USPS ZIP Code). 

Normalization/Parsing  Cannot change the order of address 
attributes (tokens). 

The input data will need to be prepared such that the address attributes are in the 
accepted order. 

Standardization An input address standard is not supported. The input data will need to be prepared such that the input data are in the 
accepted address standard. 

Reference Dataset Only linear-based reference datasets are 
supported. 

This is how most geocoders operate so, at present, in most circumstances this will 
have to be acceptable. 

There is no control over which reference 
dataset is used. 

This is how most geocoders operate so, at present, in most circumstances this will 
have to be acceptable. 

Feature Matching There is no control over which feature-
matching algorithm is used. 

This is how most geocoders operate so, at present, in most circumstances this will 
have to be acceptable. 

There is no control over the parameters of 
the feature-matching algorithm used (e.g., 
confidence interval). 

This is how most geocoders operate so, at present, in most circumstances this will 
have to be acceptable. 

There is no control over which feature 
interpolation algorithm is used. 

This is how most geocoders operate so, at present, in most circumstances this will 
have to be acceptable. 

There is no control over the parameters of 
the feature interpolation algorithm used. 

If particular parameters must be settable (e.g., dropback distance and direction, which 
assumptions are used uniform lot, address range, etc.), a different geocoding process 
should be identified and obtained. 

Output Data Only capable of producing a single point as 
output (i.e., no higher complexity geometry 
types). 

This is how most geocoders operate so, at present, in most circumstances this will 
have to be acceptable. 

Metadata No metadata reported along with the 
results. 

Geocodes returned from a geocoder without any metadata should not be included as 
the spatial component of the record. 

No coordinate quality reported along with 
the results. 

Geocodes returned from a geocoder without metadata describing, at a minimum, a 
coordinate quality should not be included as the spatial component of the record. 
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Part 5: Choosing a Geocoding Process 
 
 
 

The choice of a geocoding process and/or components used by a registry will necessarily 
depend foremost on the restrictions and constraints the registry must adhere to, be they le-
gal, budgetary, technical, or otherwise. The material in this part of the document is presented 
to help a registry determine the correct solution for them, given their particular restrictions.  
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21. CHOOSING A HOME-GROWN OR THIRD-PARTY 
GEOCODING SOLUTION 

This section will identify the requirements that must be de-
fined to determine the appropriate geocoding method to be 
used. 

21.1 HOME-GROWN AND THIRD-PARTY GEOCODING OPTIONS 

In practice, many different geocoding process options are available to registries and the 
general public. At the top level, they can either be developed in-house or obtained from a 
third party. Of the ones that are not developed by the registry, many different varieties are 
available. They can range in price as well as quality, and are available in many different 
forms. There are complete software systems that include all of the components of the geo-
coding process and can be used right out of the box, or each component can be purchased 
separately. There are freely available online services that require no software other than a 
Web browser (e.g., Goldberg 2008a, Google, Inc. 2008c, Yahoo!, Inc. 2008), and there are 
proprietary commercial versions of the same (e.g., Tele Atlas 2008b). Choosing the right op-
tion will depend on many factors, including budgetary considerations, accuracy required, lev-
el of security provided, technical ability of staff, accountability and metadata reporting capa-
bilities, and flexibility required. 
21.2 SETTING PROCESS REQUIREMENTS 

Setting the requirements of one’s geocoding process should be the first task attempted, 
even before beginning to consider the different available options. The items listed in Table 
40 should serve as a starting point for discussions among registry staff designing the geocod-
ing process when determining the exact requirements of the registry in terms of the geocod-
ing software, the vendor, and the reference data. It also is worthwhile to have a single person 
designated as the dedicated liaison between the vendor and the registry for asking/answering 
questions to both build relationships and become an expert on the topics. Keep in mind that 
geocoding outcomes, at a minimum, must meet the standards set forth in the NAACCR GIS 
Coordinate Quality Code Item (see Section 15). 
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Table 40 – Geocoding process component considerations 

Process 
Component 

Topic Issue 

Software Accuracy What is the minimum acceptable level of spatial accu-
racy? 
Are multiple levels of accuracy accepted or required? 

Capacity What throughput must be achievable? 
How many concurrent users are expected? 

Reliability Must the software be failsafe? 
Transparency What level of overall transparency is  

required? 
What level of transparency is required per component?

Reportability What information must be reported along with a re-
sult? 

Vendor Accuracy What level of accuracy and completeness do they 
guarantee? 

Capacity What capacity can they accommodate? 
Reliability How reliable are their results? 
Transparency What information is available about the process they 

use? 
Reportability What information do they report along with their re-

sults? 
Reference 
datasets 

Accuracy What level of accuracy is associated with the dataset as 
a whole? 
What level of accuracy is associated with individual 
features? 

Completeness How complete a representation do the reference fea-
tures provide for the area of interest? 

Reliability How reliable can the reference features be considered?
Transparency How were the reference features created? 
Lineage Where and when did this data source  

originate?  
Is there a date/source specified for each feature type? 
What processes have been applied to this data source? 

 
21.3 IN-HOUSE VS. EXTERNAL PROCESSING 

Whether to perform the geocoding process in-house or by utilizing a third-party contrac-
tor or service is perhaps the most important decision that a registry must make regarding 
their geocoding process. The NAACCR documents (2008a, 2008b) and the work by Abe 
and Stinchcomb (2008) that present a compressed version report that 28 percent of their 
registry survey respondents (n=47) report utilizing in-house geocoding, while 70 percent util-
ize external resources (33% using commercial vendors, 37% using different divisions within 
their organization). 

Performing the process in-house enables a registry to control every aspect of the 
process, but forces them to become experts on the topic. Contracting a third-party entity to 
perform the geocoding releases the registry from knowing the intimate details of the  
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implementation of the geocoding process, but at the same time can keep them in the dark 
about what is really happening during the process and the choices that are made. The costs 
associated with using a vendor will vary between registries because the requirements the 
vendor will have to meet will vary between registries.  

Another option is to use a mixture of both in-house and vendor geocoding. The com-
mon case of this is sending out all of the data to a vendor, then working on the problem cas-
es that are returned in-house. Best practices related to geocoding in-house or externally are 
listed in Best Practices 54. 

Best Practices 54 – In-house versus external geocoding 

Policy Decision Best Practice 
When can and should a registry 
geocode data in-house or use a 
third party? 

If the cost of geocoding using a third-party  
provider is higher than obtaining or developing 
all components of the geocoding process, or if no 
suitable confidentiality and/or privacy require-
ments can be met by a third party, it should be 
performed in-house. 
 
If the technical requirements or costs for geocod-
ing in-house cannot be met by a registry and suit-
able confidentiality and/or privacy requirements 
can be met by a third party, it should be per-
formed by a third party. 

 
21.4 HOME-GROWN OR COTS 

If the choice is made to perform the geocoding in-house, the registry must further decide 
if they wish to implement their own geocoder, or if they prefer to use a commercial off-the-
shelf (COTS) software package. Both of these options have their strengths and weaknesses, 
and this choice should be considered carefully. On one hand, a COTS package will be, for 
the most part, ready to start geocoding right out of the box. However, there will be a sub-
stantial up-front cost and the details of its inner workings may or may not be available. A 
home-grown geocoding solution, on the other hand, can take a significant amount of time to 
develop and test, costing possibly several times more than a commercial counterpart, but its 
inner workings will be known and can be molded to the particular needs of the registry and 
modified as needed in the future. As of this writing, only a few registries currently use a 
composite/home-grown solution (e.g., the NJSCR [Abe and Stinchcomb 2008], but as open-
source geocoding platforms become available, such as the one being developed at the Uni-
versity of Southern California (Goldberg et al. 2008a), this may change. 

A comprehensive list of both: (1) the commonly encountered costs of using commercial 
vendors (high end and low end for per-record and batch processing), as well as (2) the costs 
of performing in-house geocoding including all associated costs for setup (purchasing refer-
ence data, purchasing geocoding software, developing custom geocoding software, employee 
training, etc.) are missing from the registry community. In many cases, the contracts under 
which the data or services are obtained from vendors are confidential, which may be the ma-
jor hurdle in assembling this list. However, these data items would be extremely useful for 
registries just starting to form their geocoding processes and procedures. 
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21.5 FLEXIBILITY 

Commercial software providers tend to create “one-size-fits-all” solutions that appeal to 
the largest market possible. They usually are not capable of creating individualized software 
releases for each of their customers geared toward fitting their exact needs. This strategy, 
while beneficial to the software vendor, almost always results in software that does not exact-
ly meet the needs of the consumer. Surely, most of their customers’ requirements will be met 
(otherwise they would have never bought the software), but undoubtedly some specific re-
quirement will not be fulfilled, causing difficulty at the consumer end.  

With regard to geocoding software in particular, the lack of flexibility may be the most 
problematic. The general nature of geocoding, with many different types of input data, refer-
ence data sources, and output types, necessitates a certain degree of dynamism in the 
process. Measuring a particular strategy in terms of how easily it can be adapted to changing 
conditions of reference datasets, new geocoding algorithms, and varying degrees of required 
levels of accuracy can be considered the defining metrics of any geocoding process. There-
fore, a critical factor that must be taken into consideration when choosing between in-house 
and commercial geocoding is the amount of flexibility that can be accommodated in the 
process.  

To address this question, a registry will need to determine an anticipated amount of lee-
way that they will need and investigate if commercially available packages suit their needs. 
Examples of specific issues that may need to be considered are listed in Table 41. If the 
needs of a registry are such that no commercial platform can accommodate them, the only 
option may be to develop their own in-house version. 

Table 41 – Commercial geocoding package policy considerations 

Policy Considerations 
The ability to specify/change reference data sources 
The ability to specify/change feature-matching algorithms to suit particular study 
needs 
The ability to specify/change required levels of accuracy 
The ability to specify/change feature interpolation algorithms 
The ability to control offset/backset parameters 

21.6 PROCESS TRANSPARENCY 

Process transparency within a geocoding strategy can be critical in determining the con-
fidence one can associate with the results. In the worst possible case, no metadata are re-
turned with a geocode to indicate how it was derived or where it came from. Data in this 
form should, for the most part, be avoided because they will have no indication of the relia-
bility of the data from which their results are to be obtained. The amount of transparency 
associated with a geocoding process can be measured in terms of the amount and type of 
information that is returned with the result. A process that reports every decision made at 
every step of the process would be completely transparent, while the worst-case scenario just 
presented would be completely non-transparent. 

Commercial geocoding packages vary in terms of transparency. Some do not expose the 
inner workings of their geocoding process to customers based on “trade secret” concerns, 
and as such the consumer must take the vendor at their word regarding the operation of the 
geocoding software. Others, however, report more detailed information. A registry will need 
to decide what level of transparency it requires and either select a commercial geocoding 
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package accordingly or develop one in-house if nothing is commercially available that meets 
these needs. Best practices related to process transparency are listed in Best Practices 55. 

Best Practices 55 – Process transparency 

Policy Decision Best Practice 
What minimum information 
needs to be reported by a  
geocoding process along with the 
output (e.g., level of  
transparency)? 

Full metadata describing the reference data. 
The type of feature match. 
The type of interpolation performed. 

 
21.7 HOW TO SELECT A VENDOR 

If the choice has been made to select a vendor to perform geocoding, a registry should 
ask specific questions to determine both the knowledge they have about the topic as well as 
the likely capabilities they will be able to provide. Example questions are provided in Table 
42. 

Table 42 – Topics and issues relevant to selecting a vendor 

Topic Issue 
Data sources What types of data sources are used? 

What versions? 
How often are they updated? 
What level of accuracy do they have? 
How are those levels guaranteed? 

Feature  
matching 

What algorithms are used? 
How are exceptional cases handled? 

Normalization/ 
Standardization 

What algorithms are used? 

Input data What types of input data can be handled? 
What happens to input data that are not able to be handled? 

Output data What output formats are supported? 
What information is provided along with the output? 
What level of spatial accuracy can be achieved? 
Can they provide the NAACCR certainty codes from Table 34? 

Confidentiality What safeguards and guarantees are in place? 
Cost What is the per-record cost? 

Do they negotiate separately with each registry and require  
non-disclosure agreements? 

Feedback  
capability 

Do corrections submitted by a cancer registry lead to 
updates in their data sources? 

 
In addition to receiving answers to these questions, it is advisable for a registry to test the 

accuracy of their vendor periodically. Published literature exist defining methods for testing 
both a third-party contractor, as well as commercially purchased software (e.g., Krieger et al. 
2001, Whitsel et al. 2004). Essentially, a registry wishing to validate the results from a vendor 
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can set up lists of input data that include particularly hard cases to successfully geocode, 
which then can be submitted to the vendor to determine how well they handle the results.  

Also, the registry can maintain a small set of ground truth data obtained with GPS devic-
es to measure the spatial accuracy of the output data returned from the vendor. It should be 
noted that it may be beneficial for registries to coordinate in compiling and maintain a large-
area ground truth dataset for this purpose—instead of each registry maintaining a small set 
just for the area around their geographic location—to leverage the existing work of other 
registries.  

At the time of writing, there are no currently established rules between vendors and regi-
stries as to who is responsible for ensuring the correctness of the geocoded results. By de-
fault, the registry is ultimately responsible, but it may be worthwhile to initiate discussions on 
this topic with vendors before entering into any agreements. 
21.8 EVALUATING AND COMPARING GEOCODING RESULTS 

Although geocoding outcomes between two geocoders will be identical for most ad-
dresses, there always are subsets of addresses that will generate different outcomes for which 
there is no clear consensus on which is more correct. Methods of objectively comparing 
geocoding results that can be applied to both the results returned from vendors and those 
from other agencies are just emerging (e.g., Lovasi et al. 2007, Mazumdar et al. 2008). The 
objective when comparing geocoding outcomes is one of placing addresses into the catego-
rization listed in Table 43. The third category represents the instances in which one party 
believes that all parties involved should be satisfied with the geocodes while another party 
believes otherwise. 

Table 43 – Categorization of geocode results 

1) Addresses that can be geocoded to the satisfaction of all parties concerned 
2) Addresses that cannot be geocoded to the satisfaction of all parties concerned 
3) Addresses for which there is disagreement as to whether they belong in (1) or (2) 
 
The differences are based on assumptions used during the geocoding process, which 

generally are universally applied for all data processed using a single geocoder, and thus are 
relatively easy to identify. For example, it may be simple to determine if and which hierarchy 
of feature matching was used (e.g., matching a USPS ZIP Code centroid every time a street-
level match fails). Explicitly defining the required criteria of the geocoding process is the way 
for registries to make their vendor’s geocoding outcomes more similar to those that they 
may generate in-house.  

When the geocoding output of two individuals is compared (as in the between-agency 
case), the assumptions are less easy to identify because they generally are made on a per-
record basis. There will be addresses for which one person thinks an address can geocode 
based on X number of edits to the address, and another person disagrees and thinks that the 
record should not be geocoded because the edits required for such a match are based on as-
sumptions not supported by the data at hand. Fortunately, these addresses generally com-
prise less than 5 percent of all registry records. Best practices related to evaluating third-party 
geocoding results are listed in Best Practices 56. 
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Best Practices 56 – Evaluating third-party geocoded results 

Policy Decision Best Practice 
When can and should results 
from a third-party provider be 
verified? 

The results from a vendor should be verified after 
every submission to ensure some desired level of 
quality.  

How and what can and should be 
used to verify the quality of a 
vendor? 

A pre-compiled list of problem addresses to 
check exceptional case handling. 
 
Resubmitting data to check for consistent results. 
 
A small set of GPS ground truthed data can be 
used to check the spatial accuracy, with its size 
based on confidence intervals (although a rec-
ommendation as to its calculation needs more 
research). 
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22. BUYING VS. BUILDING REFERENCE DATASETS  

This section introduces methods for determining which ref-
erence datasets to use. 

22.1 NO ASSEMBLY REQUIRED 

Another decision that registries will be confronted with when they choose to not use a 
vendor relates to obtaining reference datasets used in the geocoding process. These can ei-
ther be obtained (possibly purchased) and used directly, created at the registry, or a combina-
tion thereof whereby the registry adds value to an acquired dataset. 

As noted earlier, the accuracy and completeness of these reference datasets can vary 
dramatically, as can the costs of obtaining them. The price of free reference datasets such as 
TIGER/Line files (United States Census Bureau 2008d) makes them attractive. The relative-
ly lower levels of accuracy and completeness included in these (when compared to commer-
cial variants), however, may not be sufficient for a registry’s needs. Likewise, although com-
mercial datasets such as Tele Atlas (2008c) will undoubtedly improve the overall accuracy of 
the geocoding process, their cost may be too prohibitive. 
22.2 SOME ASSEMBLY REQUIRED 

An alternative approach is for a registry to improve the reference data source, be it a 
public data source (e.g., TIGER/Line files) or a commercial counterpart. If the technical 
ability is available, this option may prove worthwhile. For example, one simple improvement 
that can be made to TIGER/Line files that greatly improves the accuracy of linear-based 
interpolation is to associate more accurate address ranges with each street reference feature, 
thus enabling uniform lot interpolation (Bakshi et al. 2004). The required actual number of 
parcels per street is typically available from local assessors’ offices, and they may be willing to 
share that information with a registry. Usually, these values can easily be associated with each 
of the street reference features in the TIGER/Line files, unless it is determined they will 
compromise the synchronicity with census attribute or population data already in use. 

Another option is for the registry to directly contact the local government offices that 
make use of GIS-related data sources to determine if suitable reference data sources exist for 
use in the geocoding process. Instead of just obtaining the number of parcels along street 
segments as in the previous example, why not get the actual parcel boundary files from the 
local assessor’s office? If they exist, the assessor’s office may be willing to share them with 
the registry, for free or some fee. In some cases they are becoming available at the state level. 
Either of these options effectively increases the matching ability, or the ability of the refer-
ence dataset to match addresses while still maintaining the same linkage criteria. 
22.3 DETERMINING COSTS 

In general, a registry will need to decide if the increased level of accuracy they can expect 
from an improved reference dataset is worth the additional cost (e.g., does the level of im-
proved geocode accuracy directly attributable to using Tele Atlas [2008c] instead of TIG-
ER/Line files justify the price of purchasing them?). Further, they need to determine the po-
tential costs of upgrading an existing dataset themselves versus buying one that is already 
enhanced. The calculation of these costs should include both the initial ascertainment and 
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acquisition costs, as well as the cost of adding any value to the datasets, if it is to be per-
formed. The cost of maintenance for software and reference data for in-house operations 
also should be taken into consideration. Best practices relating to choosing a reference data-
set are listed in Best Practices 57. 

Best Practices 57 – Choosing a reference dataset 

Policy Decision Best Practice 
What type of reference 
data should be chosen? 

If a registry requires the ability to investigate and fix  
addresses that might be incorrect on a street, multi-entity 
(range) reference data should be used. 
 
If a registry needs all addresses to be validated as existing 
single-entity (discrete) reference features should be used 
(i.e., point- or areal unit-based). 
 
The scale of the reference features should match the scale 
of the input data element being matched. 
• National scale city names 

− National gazetteers (included in TIGER/Lines) 
• National scale USPS ZIP Codes 

− National USPS ZIP+4 databases  
 
The highest resolution reference dataset should be chosen 
(given budgetary constraints). 

Which point data 
sources should be used? 

If no feature interpolation is possible given the types of 
data to be geocoded, point-based reference datasets should 
be considered.  
 
All geocoding processes should, at a minimum, include the 
national-scale gazetteers included with TIGER/Line files. 

When and which line 
data sources should be 
used? 

All geocoding processes should contain at least one linear-
based reference dataset.  
 
All geocoding processes should, at a minimum, include the 
TIGER/Line reference files. 

When and which  
polygon-based reference 
dataset should be used? 

If high-resolution data sources are available (e.g., parcel 
boundaries, building footprints), they should be included in 
the geocoding process. 
 
If 3-D geocoding is required, building models should be 
used. 

When multiple reference 
dataset types are  
available, which should 
be used? 

The reference feature type that produces the lowest 
amount of uncertainty should always be used (e.g., a linear-
based reference datasets with high-resolution small features 
may be more suitable than large parcels in rural areas). 
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23. ORGANIZATIONAL GEOCODING CAPACITY 

This section explores the possible options for developing 
geocoding capacity at a registry. 

23.1 HOW TO MEASURE GEOCODING CAPACITY 

The amount of geocoding performed at a registry will necessarily affect the choice of the 
geocoding option selected. Any decisions made for the determination of an appropriate geo-
coding process need to first and foremost take into account the research needs and policies 
of the registry, with the amount of geocoding likely to be performed also considered as a 
factor. The number of cases geocoded can vary dramatically between registries, and a first 
order of magnitude estimation of an approximate number of cases will have an effect on 
which strategy should be undertaken. To determine an estimate for an approximate yearly 
number of cases, a registry should determine how many cases they have had in previous 
years. These prior numbers can be good indicators of future needs, but may be biased de-
pending on the particular circumstances contributing to them. For instance, policy changes 
implemented within a registry as of a particular year can increase or decrease these numbers, 
and potential future policies will need to be taken into account.  

The costs of data and software are effectively “sunk” costs, with the real cost of yearly 
geocoding performed at a registry depending on the amount of time spent on the task. 
Therefore, in addition to determining an average number of cases per year, a registry should 
also determine the average amount of time the interactive geocoding process takes on a per-
case basis (because batch match cost is trivial on a per-record basis). The specific geocoding 
policies in place at a registry will have a substantial effect on this estimate, and likewise the 
estimated amount of time per case may affect these policies. Time is particularly dependant 
on the desired geographic level of output. For instance, if a policy were in place that every 
input address needed to be geocoded to street-level accuracy, the time necessary to achieve 
this might quickly render the policy infeasible, but requiring a geocode for every address to 
county level accuracy may be substantially quicker.  

The most reliable cost estimates for geocoding at a registry often are obtained when a 
registry charges for cost recovery because most likely, the client will set the geocoding crite-
ria. Based on the number of geocoding cases that a registry has determined likely and costs 
for these (as determined by the average amount of time per case), a registry should evaluate 
the necessity of creating one or more full-time equivalent (FTE) positions dedicated to the 
task. Example numbers of cases geocoded per year and resulting FTE positions from regi-
stries are provided in Table 44 (Abe and Stinchcomb 2008). Best Practices relating to mea-
suring geocoding capacity are listed in Best Practices 58. 

 
Table 44 – Comparison of geocoded cases per year to FTE positions 

Registry Cases Geocoded Per Year Number of FTE Positions 
North Carolina 10,000+ 1 
New Jersey 80,000+ 2 
New York 100,000+ 4 
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Best Practices 58 – Measuring geocoding capacity 

Policy Decision Best Practice 
When and how should the 
predicted number of  
geocoding cases be  
calculated? 

The number of geocoding cases should be calculated  
before selecting a geocoding process.  
 
This can be done by estimating from the number of cases 
geocoded in previous years. 

When and how should 
average processing time 
per geocoded case be  
calculated? 

The average per-geocode processing time should be  
calculated as cases are processed. 

How many FTE positions 
are required for the  
geocoding process? 

This number will depend on the amount of cases that 
need to be geocoded and the actual work time associated 
with processing each geocode, which also will depend on 
the level to which the process is automated. 
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Part 6: Working With Geocoded Data 
 
 
 

After data have been successfully geocoded, they are subsequently utilized in any number of 
ways. Due to the nature of cancer registries and the types of data that they routinely work 
with, several peculiarities exist as to how and why particular types of processing can and 
sometimes must take place. Some of these safeguard the rights of individuals, while others 
are artifacts of the way in which cancer registries do business. This part of the document will 
discuss several of the more important issues in play here. 
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24. TUMOR RECORDS WITH MULTIPLE ADDRESSES 

This section discusses the issues that explain why multiple 
addresses sometimes are generated for a single tumor record 
and how these should be interpreted and used in subsequent 
analyses. 

24.1 SELECTING FROM MULTIPLE CASE GEOCODES 

It is common for a record to have several addresses associated with it, with each one 
representing the individual’s residence. This multi-address situation can occur for several 
reasons based on when a patient is seen by multiple facilities, each of which records an ad-
dress for the patient (which can be the same or different), or the patient is seen at the same 
facility on multiple occasions. Additionally, if multiple abstracts with multiple addresses 
where received for a single tumor during registry consolidation (in the case that the subject 
moved their residence, reported different addresses at different times, and/or was treated at 
multiple facilities), this situation also will arise. Further, one or more facilities may have two 
different versions of the same address for a single patient, or two different addresses may be 
maintained because the patient actually moved. 

In these cases when multiple addresses exist for a record, one address must be selected 
as the primary for use in spatial analyses. The others need not be discarded or removed from 
the abstract, but the primary address should be the only one used for performing analysis. In 
the ideal case, when confronted with multiple addresses, one should strive to use the address 
that is based on the more accurate data. The standard in place at registries is to use the pa-
tient’s usual address at diagnosis (dxAddress), no matter what its quality.  

However, if it is unclear which is the primary dxAddress out of several possible ad-
dresses associated with a single patient (in the case of multiple tumor abstracts being re-
ceived), a decision needs to be made as to which should be used. For instance, consider the 
case when one geocode was produced the first time the patient saw a doctor several decades 
ago using only the USPS ZIP Code, and another geocode was subsequently created using a 
full street address obtained from historical documents of unknown accuracy. These both 
represent the dxAddress, but have different values. The first geocode is most likely more 
temporally accurate because the data were reported by the patient him or herself, while the 
second is most likely more spatially accurate, if one assumes that the address obtained is cor-
rect. There is no current consensus on how to proceed in these instances, but there has been 
a recent push to standardize the way that registries deal with records that have multiple ad-
dresses. Research is underway to develop best practices for this situation, and the considera-
tions listed in Table 45 have been identified as possible factors that could/should influence 
these types of decisions. 
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Table 45 – Possible factors influencing the choice of dxAddress with decision criteria if they have been proposed   

Index Factor Decision Criteria 
1 Abstract submission date Earliest to latest 
2 Address of diagnosing facility  
3 Age at diagnosis  
4 Amount time elapsed between diagnosis and first contact Least to most 
5 Class of case Class code, this order:{1,0,2,3,4,5,6,7,8,9} 
6 Current address of patient  
7 Date of diagnosis on abstract  
8 Date of last contact  
9 External address reference E.g., motor vehicles database with address near diagnosis time 
10 Facility referred from  
11 Facility referred to  
12 Fuzziness of match E.g., level massaging required standardize address 
13 Marital status at diagnosis  
14 Particular reporting facility Use address from the most trusted one 
15 Place of death  
16 Specificity (geographical) of address type Street address > USPS ZIP Code only > county only 
17 Timeliness of reporting Time elapsed between times of case reportability and  

submission (less is better) 
18 Type of street address-related data submitted E.g., prison address < known residential address  

E.g., standard street address < USPS PO box or rural route 
location 
E.g., contingent on patient age: old in nursing homes assumed 
appropriate, young in college assumed appropriate 

19 Type of reporting facility E.g., American College of Surgeons or NCI hospitals < other 
in-state hospital < in-state clinic < other sources 

20 Vital status Alive < dead 
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25. HYBRIDIZED DATA 

This section introduces the concept of hybridized data and 
the ways in which it is produced and used. 

25.1 HYBRIDIZED DATA DEFINED 

Typically, once the geocodes have been created for a set of input data, the next step in 
the spatial analysis procedure is to associate other relevant aspatial data with them. This 
process has been termed hybrid georeferencing, which describes the association of 
attributes from other datasets through a spatial join operation based on common spatial 
attributes (Martin and Higgs 1996). Hybrid data are the data created through hybrid geore-
ferencing with attributes from more than one dataset, joined by common spatial attributes. 

The point-in-polygon method is an approach in which a point that is spatially con-
tained within a polygon has the attributes of the polygon associated with it. This is the most 
common method of hybrid georeferencing and is suitable when the secondary data that a 
researcher wishes to associate with a geocode are in a vector-based polygon format. Alterna-
tively, when the data are in a raster-based format, this notion of area within a geographic fea-
ture typically does not exist because of their pixel-based nature. In these cases spatial buffers 
(i.e., catchment areas) around the point normally are used to obtain aggregate values over an 
area of the raster to associate with the point.  

Without the support of a GIS or spatial database capable of performing spatial opera-
tions, some type of non-spatial association, either probabilistic or deterministic text linkage, 
may be the only option. These non-spatially oriented methods of associating supplemental 
data usually consist of relational database-like procedures in which an aspatial attribute asso-
ciated with the geocode is used as a key into another dataset containing values for objects 
with the same key. For example, a city name attribute associated with a geocode can be used 
as a key into a relational database containing city names as identifiers for demographic in-
formation. Note that some vendors and organizations hybrid their reference data (e.g., main-
tain a layer of municipality names joined with streets). 

This association of attributes with geocodes from other datasets using spatially based 
methods must be undertaken carefully; users need to pay careful attention to the base layers, 
source, and data used for hybridizing. A researcher must consider how accurate and repre-
sentative these associations are, given the information that they know about both their geo-
codes and the supplemental data sources. The literature has shown that point-in-polygon 
methods are capable of incorrectly associating data from the wrong polygon to a geocode for 
numerous reasons (e.g., as a result of the data distribution the point-in-polygon methods as-
sume [Sadahiro 2000], simple inaccuracies of the supplemental data, resolution differences 
between the polygon boundaries and the street networks from which geocodes were pro-
duced [Chen W. et al. 2004], or inaccuracy in the point’s location). For these reasons, asso-
ciating higher-level data with geocodes through non-spatial-joins may be an attractive option 
(e.g., obtaining a CT by indexing off the block face in the TIGER/Line files) rather than re-
lying on a geocoded point. 

The accuracy and appropriateness of the geocode in terms of both spatial and temporal 
characteristics also must be considered. Geocodes close to the boundaries of areal units can 
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and do get assigned to the wrong polygons, resulting in the incorrect linkage of attributes. 
Likewise, the polygons used for the hybridization may not be representative of the spatial 
characteristics of the region they represent at the relevant time. For example, if a case was 
diagnosed in 1990, it may be more appropriate to associate 1990 Census data with the resi-
dence address, rather than Census data from 2000 or 2010. Characteristics of both the geo-
code and the supplemental datasets used to derive hybrid data need to be recorded along 
with the hybrid datasets produced so that registries and researchers can weigh these factors 
when deciding on the appropriateness, correctness, and usefulness of the results derived 
from them. Best practices relating to the hybridization of data are listed in Best Practices 59. 
Rushton et al. (2006) and Beyer et al. (2008) and the references within can provide further 
guidance on the topics in this section. 

Best Practices 59 – Hybridizing data 

Policy Decision Best Practice 
Which hybridization  
method should be used? 

If spatial operations are supported, the point-in-polygon 
method can be used to associate an aggregate value to the 
geocode calculated from the values within the polygon. 
 
If spatial operations are not supported, relational joins 
should be used to match the geocode to values in the 
secondary data based on shared keys between the two. 

When, how, and which 
secondary data should be 
spatially associated with 
geocoded data (i.e.,  
creating hybrid data) 

Hybrid georeferenced data should not be considered  
certain if the uncertainty in the geocoded record is larger 
than the distance to the nearest boundary. 
 

When and how should the 
certainty of hybrid data be 
calculated? 

Hybrid georeferenced data should not be considered  
certain if the uncertainty in the geocoded record is larger 
than the distance to the nearest boundary. 
 

What metadata should be 
maintained? 

When geocoded locations are associated with other 
attributes through hybrid georeferencing, the distance to 
the closest boundary should be included with the record. 

25.2 GEOCODING IMPACTS ON INCIDENCE RATES 

When determining incidence rates, cancer registries need to be able to “spatially match” 
the geographic resolution/accuracy of the numerators with the denominators. In this case, 
the numerators are the case counts and the denominators are the corresponding population 
counts. Mismatches can and frequently do occur between these two data sources, which can 
have dramatic effects capable of either erroneously inflating or deflating the observed inci-
dence rates. For instance, it is possible for a cancer registry to have a very accurate case loca-
tion (e.g., based on geocoding with a satellite map), but then come to an incorrect conclusion 
in the analysis of incidence rates because the denominator is based on different (less accu-
rate) geography. Care should be taken to ensure that the geographic resolutions/accuracies 
of the data used to create the cases (numerators), and the geographic resolution/accuracy of 
the denominator are derived at commensurate scales. For the cases, it should further be 
noted that resolution/accuracy needs to be considered both in terms of that of the  
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underlying of the geocoding reference dataset (e.g., TIGER/Lines [United States Census 
Bureau 2008d] vs. Tele Atlas [2008c]), and that of the resulting geocoded spatial output (e.g., 
USPS ZIP Code centroid match vs. satellite imagery manual placement). Best practices relat-
ing to the calculation of incidence rates are listed in Best Practices 60.  

Best Practices 60 – Incidence rate calculation 

Policy Decision Best Practice 
At what resolutions 
should reference locations 
and geocodes be used to 
calculate incidence rates? 

Incidence rates should only be calculated when the  
geocode and reference locations are at the same  
resolution. 
 
Incidence rates should be calculated only after  
considering: 
• Appropriateness of geographic area of analysis 
• Issues of confidentiality and data suppression 
• Tenure of residence 

 
25.3 IMPLICATIONS OF AGGREGATING UP 

When the output spatial location from the geocoding process is derived from a reference 
feature composed of a significant amount of area (e.g., a city), its use in spatial analyses per-
formed with smaller areal units can create problems with the reliability of the research re-
sults. Data gathered at one scale and applied at another may be affected by the modifiable 
areal unit problem (MAUP), which is referred to often in the geography and GIS literatures 
(e.g., Openshaw 1984, Grubesic and Murray 2004, Gregorio et al. 2005, Zandbergen and 
Chakraborty 2006). This should be taken into consideration when considering the validity of 
spatial analyses. Best practices relating to the MAUP are listed in Best Practices 61. 

 
Best Practices 61 – MAUP 

Policy Decision Best Practice 
When does the MAUP 
need to be accounted for 
in spatial analysis using 
hybridized geocode data? 

The MAUP may need to be accounted for when data  
gathered at one scale are applied at another. 
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26. ENSURING PRIVACY AND CONFIDENTIALITY 

This section details the reasons for ensuring privacy and con-
fidentiality in the geocoding process and identifies key ap-
proaches that help to facilitate these outcomes. 

26.1 PRIVACY AND CONFIDENTIALITY 

Patient privacy and confidentiality need to be foremost concerns in any health-based da-
ta collection or research study. At no point during any of the processes undertaken as part of 
a geocoding endeavor should a patient ever be identifiable to anyone other than the staff 
members who have been trained to deal with such data. However, both the input and output 
data used in the geocoding process are necessarily identifiable information specifically be-
cause of what they encode—a location related to a person. The simple act of issuing a query 
to a geocoding process reveals both these input and output data, so great care needs to be 
taken to assure that this is done in a secure fashion. An excellent and extremely detailed sur-
vey of privacy issues directly related to cancer registries is available in Gittler (2008a) and the 
extensive references within, and a state-by-state breakdown of applicable statutes and admin-
istrative regulations can be found in Gittler (2008b). 

Cancer registries already have existing policies in place to securely collect, store, and 
transmit patient data both within the organization and to outside researchers. These practic-
es also should be applied to every aspect of the geocoding process. The difficulty in actually 
doing this, however, should be evident from the basic nature of the geocoding process. 
Geocoding is an extraordinarily complex process, involving many separate components 
working in concert to produce a single result. Each of these components and the interac-
tions between them need to be subject to these same security constraints. The simplest case 
is when the geocoding process is performed in a secure environment at the registry, behind a 
firewall with all components of the process kept locally, under the control of registry staff. In 
this scenario, because everything needed is at one location and under the control of a single 
entity, it is possible to ensure that the flow of the data as it moves through the geocoding 
process never leaves a secure environment. The cost of this level of security equates to the 
cost of gathering data and bringing it behind the firewall. A differentiation needs to be made 
between an information leak, which is breach of privacy that may be overwritten with pub-
lic health law and unavoidable in interest of public health, and a breach of confidentiality, 
which is an outright misuse of the data.   

If certain aspects of the geocoding process involve third parties, these interactions need 
to be inspected carefully to ascertain any potential security concerns. For instance, if address 
validation is performed by querying a county assessor’s database outside of the secure envi-
ronment of the registry, sensitive information may be exposed. Every Web server keeps logs 
of the incoming requests including the form parameters (which in this case will be a patient 
address) as well as the source (the Internet protocol [IP] address of the machine requesting 
the service). These IP addresses are routinely reversed (e.g., using “whois” tools such as 
those provided by the American Registry of Internet Names and Numbers [2008]) to deter-
mine the issuing organization (the registry) for usage and abuse monitoring of their services. 
It would not take a great leap for someone to conclude that when a registry queries for an 

November 10, 2008                                                                                                                         183 



A Geocoding Best Practices Guide 

address, they are using it to determine information about people with a disease of some kind. 
Any time that data are transferred from the registry to another entity, measures need to be 
taken to ensure security, including at a minimum encrypting the data before transmitting it 
securely (e.g., hypertext transfer protocol over secure socket layer, or HTTPS). Best practices 
relating to geocoding process auditing are listed in Best Practices 62. 

Best Practices 62 – Geocoding process privacy auditing when behind a firewall 

Policy Decision Best Practice 
When and how should  
geocoding be audited for  
information leakages and/or 
breaches of confidentiality? 

The geocoding process and all related components 
should be audited for information leakages and/or 
breaches of confidentiality any time any component 
is changed.  
 
Information workflow diagrams and organizational 
charts should be used to determine where, how, and 
between which organizations information flows as it 
is processed by a geocoding system from start to 
finish.  
 
At any point where the information leaves the  
registry, exactly what information is being  
transmitted and in what manner should be carefully 
examined to determine if it can be used to identify 
the patient or tumor. 

When should private,  
confidential, or identifiable 
information about a patient or 
tumor be released during the 
geocoding process? 

As little private, confidential, or identifiable  
information about a patient or tumor as possible 
should be released only in a secure fashion during the 
geocoding process. 

 
Upon receiving a query to geocode an address from a cancer registry, the service could 

reasonably assume that this specific address has something to do with a disease. In this case, 
the verification service would essentially be receiving a list of the addresses of cancer pa-
tients, and this registry would be exposing identifiable health information. Several simple 
measures can be taken to avoid this, but the specific practices used may depend on the local 
polices as to what is allowed versus what is not allowed. As a first example, cancer case ad-
dresses submitted to address-verification services can be intermixed with other randomly 
generated, yet perfectly valid addresses (as well as other invalid addresses such that patient 
records would not be the only ones that were invalid). This is a simple example of ensuring 
k-anonymity (Sweeney 2002), where in this case k equals the number of real addresses plus 
the number of fake addresses (which may or may not be an acceptable level). However, this 
may increase the cost of the service if the registry is charged on a per-address basis. Alterna-
tively, a registry could require the third party to sign a confidentiality agreement to protect 
the address data transmitted from the registry. 

If a registry uses a third party for any portion of the geocoding process, it needs to en-
sure that this outside entity abides by and enforces the same rigorous standards for security 
as employed by the registry. These assurances should be guaranteed in legal contracts and 
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the contractors should be held accountable if breaches in security are discovered (e.g., finan-
cial penalties for each disclosure). Example assurance documents are provided in Appendix 
A. These data also should be transmitted over a secure Internet connection. Free services 
such as the geocoding application programmer interfaces, or APIs now offered by search 
engines competing in the location-based service market (e.g., Google, Inc. 2008c, Yahoo!, 
Inc. 2008) cannot, and most likely will not, be able to honor any of these assurances. In these 
cases, the registry itself must take measures to assure the required level of security such as 
those previously mentioned (e.g., submitting randomized bundles of erroneous as well as real 
data). Best practices related to third-party processing are listed in Best Practices 63. 

Best Practices 63 – Third-party processing (external processing) 

Policy Decision Best Practice 
When and how can geocoding 
be performed using external 
sources without revealing  
private, confidential, or  
identifiable information about 
a patient or tumor? 

If geocoding, or any portion thereof (e.g., address 
validation) is performed using external sources, all 
information except the minimum necessary attributes 
(e.g., address attributes) should be removed from 
records before they are sent for processing. 

When and how should third-
party processing  
confidentiality requirements 
be determined?  

Any third party that processes records must agree to 
ensure the same confidentiality standards used at the 
registry before data are transmitted to them. 

How can and should data be 
transmitted to third-party 
processors? 

Confidential postal mail or secure network  
connections should be used to transmit data that 
have been encrypted from registries to third-party 
processing services.  

How can and should data be 
submitted to third-party 
processing services that  
cannot ensure confidentiality? 

The data should be submitted as part of a  
randomized set of data, or some other method that 
ensures k-anonymity. 

 
Registries also should be cautious of the logs maintained by any geocoding process. Typ-

ically, for performance and tracking of query based services, (e.g., Web sites and databases), 
logs of performance-related metrics are generated so that the processes can be optimized. 
These logs potentially could be used to recreate the queries or portions thereof that created 
them, essentially reverse engineering the original input. Here, the policies of the registry can 
and should enforce that after an input query has been submitted and a result returned, no 
trace of the query should be retained. Although information and statistics on query perfor-
mance are useful for improving the geocoding process, this information represents a pa-
tient’s location, and needs to be securely discarded or made de-identified in some fashion. 
Best practices relating to log files are listed in Best Practices 64. 

November 10, 2008                                                                                                                         185 



A Geocoding Best Practices Guide 

Best Practices 64 – Geocoding process log files 

Policy Decision Best Practice 
When should log files  
containing records of  
geocoding transactions be 
cleared? 

Log files containing any private, confidential, or  
identifiable information about a patient or tumor 
should be deleted immediately after the geocode is 
produced. 

 
At the other end of the geocoding process, once spatial locations have been securely 

produced, confidentiality still must be ensured regarding these spatial locations once they are 
visualized. Recent research has shown that geocodes can be used to determine the addresses 
from which they were derived (a process known as reverse geocoding [Brownstein et al. 
2006, Curtis et al. 2006]). Researchers need to ensure that the methods they use to display 
their data (e.g., their presentation on a dot map) do not lend themselves to this type of re-
verse geocoding, from which the input locational data can be derived from the spatial out-
put. 

To accomplish this, several methods of geographic masking have been described in the 
literature (for detailed reviews and technical approaches see Armstrong et al. 1999, Zim-
merman et al. 2008, and Chen et al. 2008). One method is to use aggregation to place the 
spatial location into a larger class of data from which it cannot be individually recognized. 
Alternatively, one could use a random offset to move the true spatial location a random dis-
tance in a random direction. Other methods exist as well, and all serve the same purpose—
protecting the privacy of the individual patient. This, of course, comes at the expense of ac-
tually introducing spatial error or uncertainty into the data from which the study results will 
be derived.  

Commonly, most researchers limit geographic masking of geocodes to within either 
county or CBG boundaries to develop meaningful conclusions. Thus, they want to ensure 
that the geographically masked point and the original point are within the same county/ 
CBG. This presents additional security concerns because in many counties, the universe of 
address points is quite commonly available and downloadable as GIS data. It is possible to 
develop geographic masking procedures that meet standards for k-anonymity as measured 
against the universe of all known address points. See Sweeney (2002) for how guidance on 
this can be accomplished. 

Depending on how much of the data actually need to be displayed, a researcher could 
first use the accurate data to develop their results, and then use geographically masked data 
in the presentation of the results. It also is possible to use geographically masked data for 
analyses as well, but this approach requires making the analysis scale larger. Best practices 
related to masking geocoded data are listed in Best Practices 65. 
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Best Practices 65 – Geographic masking 

Policy Decision Best Practice 
How and when should geocoded data 
be masked to ensure the required  
levels of confidentiality? 

Any time that geocoded data are visualized 
(e.g., displayed on a map, Web site, or in a 
presentation), they should be masked to con-
form to the confidentiality requirements of 
the registry. 

How can and should geocoded data 
be masked when visualized? 

Any proven and suitable method that  
accomplishes the required level of confiden-
tiality can be used: 
• Randomization 
• Aggregation 
• Randomized offset 

 
It seems obvious, but is worth mentioning, that once a registry has released data to a re-

searcher, the researcher can/may misuse the data in a fashion that the registry did not intend, 
even after Institutional Review Board approval. To prevent these types of abuses (and pro-
tect themselves), registries should follow the best practices listed in Best Practices 66, as well 
as make use of research assurance documents such as those in Appendix A. 

Best Practices 66 – Post-registry security 

Policy Decision Best Practice 
How should registries be involved 
with researchers to ensure proper use 
of geocoded data? 

Registries should work closely with  
researchers to be aware of the subsequent 
results/publications. 
 
Registries should provide guidance to  
researchers on how to securely store, transfer, 
use, report, and visualize geocoded data. 

How can registries protect themselves 
from the liability of researchers  
misusing geocoded data? 

Registries should have an assurance  
document that details the appropriate use of 
the geocoded data and that researchers must  
initial prior to release of the data. 
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GLOSSARY OF TERMS 

 

Absolute Geocode: An absolute known geographic (spatial) location or an offset from 
an absolute known location. 

Absolute Input Data: See Absolute Locational Description. 

Absolute Locational Description: A description which, by itself, contains enough infor-
mation to produce an output geographic location (e.g., locations described in terms 
of linear addressing systems). 

Acceptable Match Rate: The match rate value a geocoding process must meet such that 
the geocoded data can be considered valid for use in a research study. 

Accuracy: A measure of how close to a true value something is. 

Actual Lot Feature Interpolation: A linear-based feature interpolation algorithm that is 
not subject to the parcel homogeneity assumption or parcel existence assumption. 

Address Ambiguity: With regard to feature matching, the case when a single input ad-
dress can possibly match to multiple reference features. 

Address Matching: A specialized case of feature matching, strictly dealing with matching 
postal street addresses to features in the reference data source, usually TIGER type 
street segments or areal unit delineations (Census delineations, USPS ZIP Code de-
lineations, etc.). 

Address Normalization: The process of organizing and cleaning address data to increase 
efficiency for data use and sharing. 

Address Parity: An indication of which side of a street an address falls, even or odd (as-
sumes binary address parity for a street segment). 

Address Range: Aspatial attributes associated with a linear-based reference data (i.e., 
street vectors), describing the valid range of addresses on the street.  

Address Range Feature Interpolation: A linear-based feature interpolation algorithm that 
is subject to the parcel existence, parcel homogeneity, and parcel extent assump-
tions.  

Address Standardization: The process of converting an address from a normalized for-
mat into a specified format (e.g., United States Postal Service [2008d], United 
States Federal Geographic Data Committee [2008b]). 

Address Validation: The process of determining whether or not an address actually  
exists. 

Administrative Unit: An administratively defined level of geographic aggregation. Typi-
cal units include (from largest to smallest): county, state, county, major county 
subdivision, city, neighborhood, census tract, census block, and parcel. 

Advanced Match Rate: A match rate measure that normalizes the number of records at-
tempted by removing those that are outside of the geographic boundaries of the 
entity performing the geocoding. 
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Approximate Geocodes: See Pseudocodes. 

Arc: See Edge. 

Areal Unit: See Polygon. 

Areal Unit-Based Data: See Polygon-Based Data. 

Areal Unit-Based Feature Interpolation: A feature interpolation algorithm that uses a 
computational process (e.g., geographic centroid) to determine a suitable output 
from the spatial geometry of polygon-based reference features (e.g., parcel). 

Areal Unit-Based Reference Dataset: See Polygon-Based Reference Dataset. 

Aspatial: Data or attributes describing data that do not refer to spatial properties. 

Atomic-Level Match Rate: A match rate associated with an individual attribute of an in-
put address. 

Atomic Metrics: Metrics that describe the characteristics of individual members of a set. 

Attribute Constraints: With regard to SQL-like feature matching, one or more predicates 
that limit the reference features returned from a reference dataset in response to a 
query. 

Attribute Imputation: With regard to feature matching, the process of imputing missing 
attribute for an input address values using other known variables about the ad-
dress, region, and/or individual to which it belongs. 

Attribute Relaxation: Part of the feature-matching process. The procedure of easing the 
requirement that all street address attributes (street number, name, pre-directional, 
post-directional, suffix, etc.) must exactly match a feature in the reference data 
source to obtain a matching street feature, thereby increasing the probability of 
finding a match, while also increasing the probability or error. This is commonly 
performed by removing or altering street address attributes in an iterative manner 
using a predefined order. 

Attribute Weighting: A form of probabilistic feature matching in which probability-
based values are associated with each attribute and either subtract from or add to 
the composite score for the feature as a whole. 

Backus-Naur Form (BNF): A notation used to construct a grammar describing the valid 
components of an object (e.g., an address). 

Batch-Geocoding: A geocoding process that operates in an automated fashion and 
processes more than a single input datum at a time. 

Best Practice: A policy or technical decision that is recommended but not required. 

Binary Address Parity: The case when all addresses on one side of a street segment are 
even and all addresses on the other side of the street segment are even. 

Blocking Scheme: Method used in record linkage to narrow the set of possible candidate 
values that can match an input datum. 

Breach of Confidentiality: An outright misuse of confidential data, including its unau-
thorized release, or its use for an unintended purpose. 
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Cancer Registry: A disease registry for cancer. 

Case Sensitivity: Whether or not a computational system differentiates between the case 
of alphabetic characters (i.e., upper-case and lower-case). 

Character-Level Equivalence: A string comparison algorithm that enforces character-by-
character equivalence between two or more strings. 

City-Style Postal Address: A postal address that describes a location in terms of a num-
bered building along a street with more detailed attributes defining higher resolu-
tion within structures or large area geographic features possible. 

Composite Feature Geocoding: A geocoding process capable of creating and utilizing 
composite features in response to an ambiguous feature-matching scenario. 

Composite Feature: A geographic feature created through the union of two or more dis-
parate geographic features (e.g., a bounding box encompassing all of the geograph-
ic features). 

Composite Score: The overall score of a reference feature being a match to an input da-
tum resulting from the summation of the individually weighted attributes. 

Conditional Probability: The probability of something occurring, given that other infor-
mation is known. 

Confidence Interval: The percentage of the data that are within a given range of values. 

Confidence Threshold: The level of certainty above which results will be accepted and 
below which they will be rejected. 

Context-Based Normalization: An address normalization method that makes use of syn-
tactic and lexical analysis. 

Continuous feature: With regard to geocoding reference features, a geographic feature 
that corresponds to more than one real-world entity (e.g., a street segment). 

Coordinate System: A system for delineating where objects exist in a space. 

Corner Lot Assumption: See Corner Lot Problem. 

Corner Lot Problem: The issue arising during linear-based feature interpolation that 
when using a measure of the length of the segment for interpolation it is unknown 
how much real estate may be taken up along a street segment by parcels from oth-
er intersecting street segments (around the corner), and the actual street length may 
be shorter than expected. 

Data Source: With regard to SQL-like feature matching, the relational table or tables of 
the reference dataset that should be searched. 

Deterministic Matching Algorithm: A matching algorithm based on a series of prede-
fined rules that are processed in a specific order. 

Discrete feature: With regard to geocoding reference features, a geographic feature that 
corresponds to a single real-world entity (e.g., a single address point). 

Disease Registry: Organizations that gather, store, and analyze information about a dis-
ease for their area. 
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Dropback: The offset used in linear-based interpolation to move from the centerline of 
the street vector closer to the face of the parcel. 

Edge: The topological connection between nodes in a graph. 

Empirical Geocoding: See Geocode Caching. 

Error Rate: With regard to probabilistic feature matching, denotes a measure of the in-
stances in which two address attributes do not match, even though two records do. 

Essence-Level Equivalence: A string comparison algorithm that determines if two or 
more strings are “essentially” the same (e.g., a phonetic algorithm). 

False Negative: With regard to feature matching, the result of a true match being re-
turned from the feature-matching algorithm as a non-match.  

False Positive: With regard to feature matching, the result of a true non-match being re-
turned from the feature-matching algorithm as a match. 

Feature: An abstraction of a real-world phenomenon. 

Feature Disambiguation: With regard to feature matching, the process of determining 
the correct feature that should be matched out of a set of possible candidates using 
additional information and/or human intuition. 

Feature Interpolation: The process of deriving an output geographic feature from a geo-
graphic reference features. 

Feature Interpolation Algorithm: An algorithm that implements a particular form of fea-
ture interpolation. 

Feature Matching: The process of identifying a corresponding geographic feature in the 
reference data source to be used to derive the final geocode output for an input. 

Feature-Matching Algorithm: An algorithm that implements a particular form of feature 
matching. 

Footprint: See Geographic Footprint. 

Gazetteer: A digital data structure that is composed of a set of geographic features and 
maintains information about their geographic names, geographic types, and geo-
graphic footprints. 

Generalized Match Rate: A match rate measure that normalizes the number of records 
attempted by removing those that could never be successfully geocoded. 

Geocode (n.): A spatial representation of locational descriptive locational text. 

Geocode (v.): To perform the process of geocoding. 

Geocode Caching: Storing and re-using the geocodes produced for input data from pre-
vious geocoding attempts. 

Geocoder: A set of inter-related components in the form of operations, algorithms, and 
data sources that collaboratively work together to produce a spatial representation 
for aspatial locationally descriptive text. 

Geocoding: The act of transforming aspatial locationally descriptive text into a valid spa-
tial representation using a predefined process. 
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Geocoding Algorithm: The computational component of the geocoder that determines 
the correct reference dataset feature based on the input data and derives a spatial 
output. 

Geocoding Data Consumer-Group: The group in the geocoding process that utilizes 
geocoded data (e.g., researchers). 

Geocoding General Interest-Group: The group in the geocoding process that has a gen-
eral interest in the geocoding process (e.g., the general public). 

Geocoding Practitioner-Group: The group in the geocoding process that performs the 
task of the actual geocoding of input data. 

Geocoding Process Designer-Group: The group in the geocoding process that is in 
charge of making policy decisions regarding how geocoding will be performed. 

Geocoding Requirements: The set of limitations, constraints, or concerns that influence 
the choice of a particular geocoding option. These may be technical, budgetary, le-
gal, and/or policy. 

Geographical Bias: The observation that the accuracy of geocoding strategy may be a 
function of the area in which the geocode resides. 

Geographic Coordinate System: A coordinate system that is a representation of the 
Earth as an ellipsoid. 

Geographic Feature: A feature associated with a location relative to the Earth. 

Geographic Footprint: A spatial description representing the location of a geographic 
feature on Earth. 

Geographic Information System: A digital system that stores, displays, and allows for 
the manipulation of digital geographic data. 

Geographic Location: See Geographic Feature. 

Geographic Name: A name that refers to a geographic feature. 

Geographic Type: A classification that describes a geographic feature taken from an or-
ganized hierarchy of terms. 

Gold Standard: Data that represent the true state of the world. 

Georeference: To transform non-geographic information (information that has no geo-
graphically valid reference that can be used for spatial analyses) into geographic in-
formation (information that has a valid geographic reference that can be used for 
spatial analyses). 

Georeferenced: Geographic information that was originally non-geographic and has 
been transformed into it.  

Georeferencing: The process of transforming non-geographic information into geo-
graphic information. 

GIS Coordinate Quality Codes: A hierarchical scheme of qualitative codes that indicate 
the quality of a geocode in terms of the data it represents. 
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Global Positioning System: The system of satellites, calibrated ground stations, and 
temporally based calculations used to obtain geographic coordinates using digital 
receiver devices. 

Grammar: An organized set of rules that describe a language. 

Graph: A topologically connected set of nodes and edges. 

Highway Contract Address: See Rural Route Address. 

Hierarchical Geocoding: A feature-matching strategy that uses geographic reference fea-
tures of progressively lower and lower accuracy. 

Holistic-Level Match Rate: A match rate associated with an overall set of input address 
data. 

Holistic Metrics: Metrics that describe the overall characteristics of a set. 

Hybrid Data: Data that are created by the intersection of two datasets along a shared 
key; this key can be spatial, as in a geographic intersection, or aspatial as in a rela-
tional linkage in a relational database. 

Hybrid Georeferencing: The procedure of associating relevant data (spatial or aspatial) 
with geocoded data. 

Information Leak: The release of information to individuals outside of the owning insti-
tution; may be a breach of privacy that is overwritten by public health laws and un-
avoidable in the interest of public health. 

In-House Geocoding: When geocoding is performed locally, and not sent to a third  
party. 

Input Data: The non-spatial locationally descriptive texts that is to be turned into spatial 
data by the process of geocoding. 

Interactive Geocoding: When the geocoding process allows for intervention when prob-
lems or issues arise. 

Interactive Matching Algorithm: See Interactive Geocoding. 

Interactive-Mode Geocoding: See Interactive Geocoding. 

K-Anonymity: The case when a single individual cannot be uniquely identified out of at 
least k other individuals. 

Latitude: The north-south axis describing a location in the Geographic Coordinate  
System. 

Lexical Analysis: The process by which an input address is broken up into tokens. 

Line: A 1-D geographic object having a length and is composed of two or more 0-D 
point objects. 

Linear-Based Data: Geographic data that is based upon lines. 

Linear-Based Feature Interpolation: A feature interpolation algorithm that operates on 
lines (e.g., street vectors) and produces an estimate of an output feature using a 
computational process on the geometry of the line (e.g., estimation between the 
endpoints). 
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Line-Based Data: See Linear-Based Reference Dataset. 

Linear-Based Reference Dataset: A reference dataset that is composed of linear-based 
data. 

Location-Based Service: A service that is provided based upon the geography of the 
client. 

Longitude: The east-west axis describing a location in the Geographic Coordinate Sys-
tem. 

Lookup Tables: With regard to substitution-based address normalization, is a set of 
known normalized values for common address tokens, (e.g., those from the United 
States Postal Service [2008d]). 

Machine Learning: The subfield of computer science dealing with algorithms that induce 
knowledge from data. 

Mapping Function: The portion of the address standardization algorithm that translates 
between an input normalized form and the target output standard. 

Match: With regard to substitution-based address normalization, is the process of identi-
fying alias for an input address token within a lookup table of normalized values. 

Matching Ability: With regard to a reference dataset, a measure of its ability to match an 
input address while maintaining the same consistent matching criteria as applied to 
other reference datasets. 

Match Probability: With regard to probabilistic feature matching, the degree of belief, 
ranging from 0 to 1, that a feature matches. 

Matched Probability: With regard to probabilistic feature matching, the probability that 
the attribute values of an input datum and a reference feature matching when the 
records themselves match. 

Match Rate: A measure of the amount of input data that were able to be successfully 
geocoded (i.e., assigned to an output geocode). 

Matching Rules: With regard to substitution-based address normalization, are the set of 
rules that determine the valid associations between an input address token and the 
normalized values in a lookup table. 

Metadata: Descriptions associated with data that provide insight into attributes about it 
(e.g., lineage). 

NAACCR Data Standard: A mandatory (required) data formatting and/or content 
scheme for a particular data item. 

Network: A topologically connected graph of nodes and edges. 

Node: The endpoints in a graph that are topologically connected together by edges. 
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North American Association of Central Cancer Registries (NAACCR): A professional 
organization that develops and promotes uniform data standards for cancer regis-
tration; provides education and training; certifies population-based registries; ag-
gregates and publishes data from central cancer registries; and promotes the use of 
cancer surveillance data and systems for cancer control and epidemiologic re-
search, public health programs, and patient care to reduce the burden of cancer in 
North America. 

Non-Binary Address Parity: The case when addresses along one side of a street segment 
can be even, odd, or both. 

Non-Interactive Matching Algorithm: See Batch Geocoding. 

Non-Spatial: See aspatial 

Output Data: The valid spatial representations returned from the geocoder derived from 
features in the reference dataset. 

Parcel Existence Assumption: The assumption used in linear-based feature interpolation 
that all parcels associated with the address range of a reference features exist. 

Parcel Extent Assumption: The assumption used in linear-based feature interpolation 
that parcels associated with the address range of a reference features start imme-
diately at the beginning of the segment and fill all space to the other end. 

Parcel Homogeneity Assumption: The assumption used in linear-based feature interpo-
lation that all parcels associated with the address range of a reference features have 
the same dimensions. 

Parse Tree: A data structure representing the decomposition of an input string into its 
component parts. 

Pass: With regard to attribute relaxation, the relaxation of a single address attribute with-
in a step that does not result in a change of geographic resolution. 

Per-Record-Geocoding: A geocoding process that processes a geocode for single input 
datum at a time; it may either be automated or not. 

Place Name: See Geographic Name. 

Phonetic Algorithm: A string comparison algorithm that is based on the way that a 
string is pronounced. 

Point: A 0-dimensional (0-D) object that has a position in space but no length. 

Point-Based Data: Geographic data that are based upon point features. 

Point-Based Reference Dataset: A reference dataset that is composed of point-based  
data. 

Point-Based Feature Interpolation: A feature interpolation algorithm that operates on 
points (e.g., a database of address points) and simply returns the reference feature 
point as output. 

Point-In-Polygon Association: The process of spatially intersecting a geographic feature 
that is a point with another geographic feature that is areal unit-based such that the 
attributes of the areal unit can be associated with the point or vice versa. 
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Polygon: A geographic object bounded by at least three 1-D line objects or segments 
with the requirement that they must start and end in the same location (i.e., node). 

Polygon-Based Data: Geographic data that is based upon polygon features. 

Polygon-Based Reference Dataset: A reference dataset that is composed of polygon  
features. 

Polyline: A geographic object that is composed of a series of lines. 

Porter Stemmer: A word-stemming algorithm that works by removing common suffixes 
and applying substitution rules. 

Postal Address: A form of input data describing a location in terms of a postal address-
ing system. 

Postal Code: A portion of a postal address designating a region. 

Postal Street Address: A form of input data containing attributes that describe a location 
in terms of a postal street addressing system (e.g., USPS street address). 

Postal ZIP Code: The USPS address portion denoting the route a delivery address is on. 

Post Office Box Address: A postal address designating a storage location at a post office 
or other mail-handling facility. 

Precision: Regarding information retrieval, a measure of how correct the data retrieved 
are. 

Predicate: See Query Predicate. 

Probability-Based Normalization: An address normalization method that makes use 
probabilistic methods (e.g., support vector machines or Hidden Markov Models). 

Prior Probability: See Unconditional Probability. 

Projection: A mathematical function to transfer positions on the surface of the Earth to 
their approximate positions on a flat surface.  

Pseudocoding: The process deriving pseudocodes using a deterministic or probabilistic 
method. 

Pseudocodes: An approximation of a true geocode. 

Query Predicate: In an SQL query, the list of attribute-value pairs indicating which 
attributes of a reference features must contain what values for it to be returned. 

Raster-Based Data: Data that divide the area of interest into a regular grid of cells in 
some specific sequence, usually row-by-row from the top left corner; each cell is 
assigned a single value describing the phenomenon of interest. 

Real-Time Geocoding: With regard to patient/tumor record geocoding upon intake, is 
the process of geocoding a patient/tumor record while the patient is available to 
provide more detailed or correct information using an iterative refinement  
approach. 

Recall: Regarding information retrieval, a measure of how complete the data retrieved 
are. 
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Record Linkage: A sub-field of computer science relating to finding features in two or 
more datasets which are essentially referring to the same feature. 

Reference Dataset: The underlying geographic database containing geographic features 
the geocoder uses to derive a geographic output. 

Reference Data Source: See Reference Dataset. 

Reference Set: With regard to record linkage, refers to the set of candidate features that 
may possibly be matched to an input feature. 

Registry: See Disease Registry. 

Relative Geocode: Geographic (spatial) location that is relative to some other reference 
geographic feature. 

Relative Input data: See Relative Locational Description. 

Relative Locational Description: A description which, by itself, does not contain enough 
information to produce an output geographic location (e.g., locations described in 
terms directions from some other features). 

Relative Predicted Certainty: A relative quantitative measure of the area of the accuracy 
of a geocode based on information about how a geocode is produced. 

Reverse Geocoding: The process of determining the address used to create a geocode 
from the output geographic location. 

Rural Route Address: A postal address identifying a stop on a postal delivery route. 

Scrubbing: The component of address normalization that removes illegal characters and 
white space from an input datum. 

Selection Attributes: With regard to SQL-like feature matching, the attributes of the ref-
erence feature that should be returned from the reference dataset in response to a 
query. 

Simplistic Match Rate: A match rate measure computed as the number of input data 
successfully assigned a geocode divided by the number of input data attempted. 

Situs Address: The actual physical address associated with the parcel. 

Socioeconomic Status: Descriptive attributes associated with individuals or groups refer-
ring to social and economic variables. 

Software-Based Geocoding: A geocoding process in which a significant portion of the 
components are software systems. 

Soundex: A phonetic algorithm that encodes the sound of a string using a series of cha-
racter removal and substitution rules from a known table of values. 

Spatial Accuracy: A measure of the correctness of a geographic location based on some 
metric; can be qualitative or quantitative. 

Spatial Resolution: A measure describing the scale of geographic data; can be qualitative 
or quantitative. 

Stemming: See Word Stemming. 
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Step: With regard to attribute relaxation, the relaxation of a multiple address attributes at 
once that results in a change of geographic resolution. 

Street Address Ambiguity: With regard to feature matching, the case when a single input 
address can possibly match to multiple addresses along a street reference feature. 

Street Network: A linear-data graph structure with edges representing streets and nodes 
representing their intersections. 

Street Segment Ambiguity: With regard to feature matching, the case when a single input 
address can possibly match to multiple street reference features. 

String Comparison Algorithms: An algorithm that calculates a similarity measure be-
tween two or more input strings. 

Sub-Parcel Address Ambiguity: With regard to feature matching, the case when a single 
input address can possibly match to multiple addresses (e.g., buildings) within a 
single parcel reference feature. 

Substitution-Based Normalization: An address normalization method that makes use of 
lookup tables for identifying commonly encountered terms based on their string 
values. 

Syntactic Analysis: The process by which tokens representing an input address are 
placed into a parse tree based on the grammar which defines possible valid  
combinations. 

Temporal Accuracy: A measure of how appropriate the time period the reference data-
set represents is to the input data that is to be geocoded; can be qualitative or 
quantitative. 

Temporal Extent: An attribute associated with a datum describing a time period for 
which it existed, or was valid. 

Temporal Staleness: The phenomenon that occurs when data become out-of-date and 
less accurate after the passage of time (e.g., a geocode cache becoming outdated af-
ter a newer more accurate reference dataset becomes available). 

Topologically Integrated Geographic Encoding and Referencing (TIGER) Line Files: 
Series of vector data products distributed by and created to support of the mission 
the U.S. Census Bureau (United States Census Bureau 2008d). 

Token: An attribute of an input address after it has been split into its component parts. 

Tokenization: The process used to convert the single complete string representing the 
whole address into a series of separate tokens. 

Topological: Describes the connection between nodes and edges in a graph. 

Toponym: See Geographic Name. 

True Negative: With regard to feature matching, the result of a true non-match being re-
turned from the feature-matching algorithm as a non-match. 

True Positive: With regard to feature matching, the result of a true match being returned 
from the feature-matching algorithm as a match. 
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Unconditional Probability: The probability of something occurring, given that no other 
information is known. 

Uniform Lot Feature Interpolation: A linear-based feature interpolation algorithm that is 
subject to the parcel homogeneity assumption and parcel existence assumption. 

United States Bureau of the Census: United States federal agency responsible for per-
forming the Census. 

United States Census Bureau: See United States Bureau of the Census. 

United States Postal Service (USPS): United States federal agency responsible for mail 
delivery. 

Unmatched Probability: With regard to probabilistic feature matching, the probability 
that the attribute values of an input datum and a reference feature matching when 
the records themselves do not match. 

Urban and Regional Information Systems Association (URISA): A non-profit profes-
sional and educational association that promotes the effective and ethical use of 
spatial information and information technologies for the understanding and man-
agement of urban and regional systems. 

Vector: An object with a direction and magnitude, commonly a line. 

Vector-Based Data: Geographic data that consist of vector features. 

Vector Feature: Phenomena or things of interest in the world around us (i.e., a specific 
street like Main Street) that cannot be subdivided into phenomena of the same 
kind (i.e., more streets with new names).  

Vector Object: See Vector Feature.  

Vertex: See Node. 

Waiting It Out: The process of holding off re-attempting geocoding for a period of time 
until something happens to increase the probability of a successful attempt (e.g., 
new reference datasets are released). 

Weights: With regard to probabilistic feature matching, are numeric values calculated as 
a combination of matched and unmatched probabilities and assigned to each 
attribute of an address to denote its level of importance. 

Word Stemming: To reduce a word to its fundamental stem. 

ZIP Code Tabulation Area: A geographical areal unit defined by the United States Bu-
reau of the Census. 
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APPENDIX A: EXAMPLE RESEARCHER  
ASSURANCE DOCUMENTS 

 
Cancer registries should already have formalized policies regarding the distribution of regi-
stry data in terms of who can access the data for what purposes. The following pages contain 
an example researcher data release request document that registries can use as a starting 
point to standardize these procedures, if this is needed. Also included is an example re-
searcher assurances agreement which can be used to partially protect the registry by specify-
ing the acceptable usage of registry data and outlining the responsibilities of the researcher. 
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Research Review Procedure 
 
 

Before the release of any data, all research proposals requesting the use of confidential can-
cer registry data must be reviewed by the Name_of_Registry for compliance with the following 
criteria: 

 
1. the proposed research will be used to determine the sources of cancer among the 

residents of Name_of_Locality or to reduce the burden of cancer in Name_of_Locality; 
 
2. the data requested are necessary for the efficient conduct of the study; 
 
3. adequate protections are in place to provide secure conditions to use and store the 

data; 
 

4. assurances are given that the data will only be used for the purposes of the study, and 
assurances that confidential data will be destroyed at the conclusion of the study (see 
Assurances Form); 

 
5. the researcher has adequate resources to carry out the proposed research; 

 
6. the proposal has been reviewed and approved by the Name_of_Committee_for_the Pro-

tection_of_Human_Subjects or is exempt from such review; 
 

7. any additional safeguards needed to protect the data from inadvertent disclosure due 
to unique or special characteristics of the proposed research have been required of 
the researcher; and 

 
8. the research methodology has been reviewed for scientific excellence by a nationally 

recognized peer group, or if such a review has not taken place, that an ad hoc peer 
review subcommittee of the Name_of_Advisory_Committee containing appropriately 
qualified scientists has performed a peer review of the research. 

 
Additionally, all relevant research fees have been paid prior to data release. 
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Name_of_Health_Division 
Name_of_Registry 

 
Research Proposal Review 

 
Please complete each section of this form and return with all attachments to: Ad-
dress_of_Registry. 

 
Principal Investigator      Date     

Organization           

Address            

City          State          ZIP   

Tel      Fax     Email       

Title of Research Project           

List other institutions or agencies that will collaborate in conducting the project:  

 

 

 

Note:  please attach a copy of the proposed protocol or methods section of your 
project. 
 
1. Section of Legislative_Code states “ the purpose of the registry shall be to purpose_of_registry.” In 
the section below, please describe how your proposed research will be used to determine 
the sources of cancer among the residents of Name_of_Locality or to reduce the burden of 
cancer in Name_of_Locality. If additional space is needed, please attach a separate sheet.  
 

 

 

2. Details of data necessary for conduct of the study elements. 
 

 

 

3. Describe procedures for identifying patients (patient population). 
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4. All protocols including a request for confidential data require peer review for scientific 
merit.  Name_of_Registry accepts review by nationally recognized peer review groups.  
Please indicate below whether or not such a review has been performed. 
 
� No 

� Yes, if your proposal has been reviewed for scientific merit, please attach a copy of 
that review. 

 
If your proposal has not been reviewed for scientific merit by a nationally recognized 
peer review group, the Division shall convene an ad hoc peer review subcommittee of 
the Cancer Registry Advisory Committee.  The data shall not be released unless and until 
the proposed research is judged to be scientifically meritorious by the peer group.  Re-
view for scientific merit must be completed prior to Committee for Protection for Hu-
man Research Subjects Institutional Review Board (IRB) review if one has not already 
been performed. 
 
5. All requests for confidential data must be approved by an IRB established in accor-
dance with Section of Legislative_Code.  Please indicate whether or not this proposal has al-
ready been approved by an IRB. 
 
� No  Please indicate the approximate review date: _________________________ 

� Yes  Date: ____________________________ 

If your proposal has been approved by an IRB, please attach a copy of the approval. 
Name_of_Health_Division may require approval by the Name_of_Health_Division IRB. 
Please contact Name_of_Contact_Person at Phone_Number_of_Contact_Person for instructions 
on obtaining Name_of_Health_Division IRB approval. 
 

6. The data must be protected against inadvertent disclosure of confidential data.  In the 
section below, please address the following issues: (If additional space is needed, please 
attach a separate sheet.)  
 
a) How you will provide secure conditions to use and store the data: 
 

 

 
b) Assurances that the data will be used only for the purposes of the study: 
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c) Assurances that confidential data will be destroyed at the conclusion of the research: 
 

 

 
The review committee may require additional safeguards if it is determined that these are 
necessary due to unique or special characteristics of your proposed research.  
 
7. Prior to the release of confidential data, assurances must be given that you have ade-
quate financial resources to carry out the proposed research.  Please document adequate 
project funding and attach supporting documentation.  If additional space is needed, 
please attach a separate sheet.  
 

 

 
 
8. Please complete the following Researcher Assurances Form on page 5.  
 
Attachments (please check applicable boxes): 
 
Research protocol attached          � 
IRB approval               � 

Project funding     � 

Peer review approval    � 

Researcher Assurances Form   � 
 
Date reviewed by Name_of_Health_Division administration: __________________ 
 
Approved �    Denied � 
 
Comments: 
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Researcher Assurances Form 
 
The undersigned agrees to (initial each statement, sign and date): 
 

___  accept responsibility for the ethical conduct of the study and the protection of the 
rights, privacy and welfare of the individuals whose private health information is re-
tained in the Name_of_Regsitry; 

 
___  conduct this study in compliance with the protocol as reviewed and approved by 

Name_of_Regsitry and/or the Advisory Committee; 
 
___  submit all proposed study changes, including those accepted by an IRB, to 

Name_of_Regsitry to seek approval prior to implementing changes.  This includes but 
is not limited to change in venue, change in PI or other investigators, change in study 
focus, and any change requiring IRB approval; 

 
___  report upon discovery all unanticipated problems, protocol violations, and breaches 

of confidentiality to Name_of_Regsitry; 
 
___  submit copies of literature and formal presentations generated using Name_of_Regsitry 

data; 
 
___  pay all relevant fees prior to receiving Name_of_Regsitry data (see Schedule of Re-

search Fees); and 
 
___  complete dataset received from Name_of_Regsitry will be destroyed upon conclusion 

of the study and Name_of_Regsitry will be informed. 
 
I agree to comply with the above requirements.  I attest that information in this Research 
Proposal Review Form and attachments are true and complete.  I also attest that I have 
no conflicts of interest to disclose regarding this study.   
 
Non-compliance to this agreement may result in termination of the study approval.  This 
means approval for use of Name_of_Regsitry study data may be revoked.  If this occurs, 
proof is required that all data obtained from Name_of_Regsitry for the purposes of this 
study are destroyed.  If this occurs, no investigator on this study may benefit from the 
use of Name_of_Regsitry data either monetarily, including grant funding, nor through pub-
lications, presentations, or any other means. 
 
________________ Date  ___________________ (PI signature) 
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APPENDIX B: ANNOTATED BIBLIOGRAPHY 

 
The tables appearing on the following pages provide an annotated bibliography of the ma-
jority of previous work related to the field of geocoding to date. The manuscripts listed in-
clude those that are explicitly about the geocoding process itself, as well as those that make 
use of it as a part of the research presented and address an aspect of the geocoding process 
(both explicitly and implicitly). Each table focuses on a specific theme—the works listed 
within are further classified into which aspect of the theme they are relevant to. These tables 
should be used to guide the reader to the relevant works for further background reading on a 
topic and/or to see how other research studies have addressed and/or dealt with an issue 
related to the geocoding process. 
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Table 46 – Previous geocoding studies classified by topics of input data utilized 
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Abe and Stinchcomb 2008 ●  ● ● ● ● ● ● ● ● ● ● ●  ●  
Agarwal 2004 ● ● ●  ●      ● ●     
Agouris et al. 2000 ●  ●          ● ●   
Agovino et al. 2005   ● ● ●        ● ●   
Alani 2001 ●          ● ●   ● 
Alani et al. 2003 ●          ● ● ●   
Amitay et al. 2004 ●          ● ● ● ● 
Arampatzis et al. 2006 ● ● ●  ●  ●    ● ●     
Arbia et al. 1998                   
Arikawa and Noaki 2005 ● ● ●    ● ● ● ●         
Arikawa et al. 2004 ● ● ●                
Armstrong et al. 2008   ●  ●       ●   
Armstrong and Tiwari 2008 ●  ● ● ● ● ● ● ●  ● ● ● ● 
Axelrod 2003 ●          ● ● ● ● 
Bakshi et al. 2004   ●          ●     
Beal 2003  ● ●          ●     
Beaman et al. 2004 ● ● ●  ●  ● ● ●  ● ● ● ● 
Berney and Blane 1997   ●        ●   ● ● 
Beyer et al. 2008   ● ● ●       ● ● ● 
Bichler and Balchak 2007   ●    ● ● ● ● ● ●   ● 
Bilhaut et al. 2003 ● ● ● ● ●  ● ● ●  ● ●   ● 
Blakely and Salmond 2002   ●    ●    ● ●     
Block 1995   ●                
Bonner et al. 2003   ●            ●   
Boscoe et al. 2002 ●  ● ● ● ● ● ● ● ● ● ●   ● 
Boscoe et al. 2004  ● ● ● ●              
Boscoe 2008 ●  ● ● ● ● ● ● ● ● ● ●  ● 
Bow et al. 2004   ● ● ● ●       ●   ● 
Brody et al. 2002   ●  ●          ●   
Cayo and Talbot 2003   ●  ●  ●      ●     
Chalasani et al. 2005 ● ● ●    ● ● ●  ● ●   ● 
Chavez 2000 ● ●           ● ●   
Chen, C.C. et al. 2003   ●                
Chen, C.C. et al. 2004   ●                
Chen, M.F. et al. 1998   ●    ● ● ●          
Chen, W et al. 2004   ●  ●        ●     
Chen et al. 2008   ●        ● ●   
Chou 1995 ● ● ●               
Christen and Churches 2005   ●    ● ● ● ● ● ●   ● 
Christen et al. 2004   ●    ● ● ● ● ● ●   ● 
Chua 2001 ●  ●    ● ● ● ● ● ● ● ● 
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Chung et al. 2004   ●               
Churches et al. 2002   ●    ● ● ● ● ●     ● 
Clough 2005 ● ● ●  ●  ● ● ●  ● ●   ● 
Collins et al. 1998   ●  ●       ●     
Croner 2003   ● ● ●       ● ●   
Curtis et al. 2006   ●         ●     
Davis Jr. 1993   ●               
Davis Jr. and Fonseca 2007 ● ● ● ● ● ● ● ● ● ● ● ●   ● 
Davis Jr. et al. 2003 ● ● ● ● ● ● ● ● ● ● ● ●   ● 
Dawes et al. 2006   ●               
Dearwent et al. 2001   ●  ●  ● ● ●  ● ●   ● 
Densham and Reid 2003 ●      ● ● ●  ●       
Diez-Roux et al. 2001   ●               
Drummond 1995   ●    ● ● ●  ● ● ● ● 
Dueker 1974 ● ● ● ● ●             
Durr and Froggatt 2002   ●  ●       ●     
Efstathopoulos et al. 2005 ●  ●    ● ● ●         
Eichelberger 1993   ● ● ●  ● ● ● ● ● ●   ● 
El-Yacoubi et al. 2002   ●    ● ● ●         
Fonda-Bonardi 1994   ●     ● ●  ●     ● 
Foody 2003           ● ●     
Fortney et al. 2000   ●  ● ●            
Fremont et al. 2005     ●             
Frew et al. 1998 ●      ● ● ●  ● ● ●   
Fu et al. 2005a ● ●     ● ● ●  ● ●     
Fu et al. 2005b ● ●     ● ● ●  ● ●     
Fulcomer et al. 1998   ● ● ● ● ● ● ● ● ●   ● ●
Gaffney et al. 2005   ●  ●         ●   
Gatrell 1989   ●  ●             
Geronimus and Bound 1998     ●             
Geronimus and Bound 1999a     ●             
Geronimus and Bound 1999b     ●             
Geronimus et al. 1995   ●  ●             
Gilboa et al. 2006   ●    ●            
Gilboa et al. 2006   ●    ●            
Goldberg et al. 2007 ● ● ● ● ● ● ● ● ● ● ● ● ● ● 
Gregorio et al. 1999   ● ● ●      ●     ● 
Gregorio et al. 2005   ● ● ●      ●     ● 
Griffin et al. 1990 ●  ●  ● ●            
Grubesic and Matisziw 2006   ●  ●      ● ●     
Grubesic and Murray 2004   ●                
Han et al. 2004   ● ● ●  ● ● ● ● ●   ● ● 
Han et al. 2005   ●           ●   
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Hariharan and Toyama 2004 ●  ●    ●     ● ●   
Haspel and Knotts 2005   ●  ●             
Henshaw et al. 2004   ●               
Higgs and Martin 1995a   ●  ●       ● ●   
Higgs and Martin 1995b ●  ●  ●  ●    ● ●   ● 
Higgs and Richards 2002     ●           ● 
Hill 2000 ●  ●    ● ● ● ● ● ● ● ● 
Hill and Zheng 1999 ●  ●    ● ● ● ● ● ● ● ● 
Hill et al. 1999 ●  ●    ● ● ● ● ● ● ● ● 
Himmelstein 2005   ●    ● ● ●  ●     ● 
Hurley et al. 2003   ● ●       ● ●     
Hutchinson and Veenendall 2005a ● ● ● ● ●  ● ● ●  ● ●     
Hutchinson and Veenendall 2005b ● ● ● ● ●  ● ● ●  ● ●     
Jaro 1984   ●        ●     ● 
Jaro 1989   ●        ●     ● 
Johnson 1998a   ● ● ●  ● ● ●  ● ● ● ● 
Johnson 1998b   ● ● ●  ● ● ●  ● ● ● ● 
Jones et al. 2001 ● ● ●    ● ● ●  ● ●     
Karimi et al. 2004   ●    ● ● ●  ● ●   ● 
Kennedy et al. 2003   ●        ●   ● ● 
Kim 2001   ●    ● ● ● ● ● ● ● ● 
Kimler 2004 ● ●     ● ● ● ● ● ●   ● 
Krieger 1992   ●         ●   ● 
Krieger 2003   ● ● ●       ● ● ● 
Krieger and Gordon 1999     ●             
Krieger et al. 1997   ●  ●       ●     
Krieger et al. 2001   ● ● ● ● ● ● ● ● ● ●   ● 
Krieger et al. 2002a ●  ● ● ● ●      ●     
Krieger et al. 2002b   ● ● ●      ● ●   ● 
Krieger et al. 2003   ●  ●       ●     
Krieger et al. 2005   ●  ●       ●     
Krieger et al. 2006   ● ● ●        ●     
Kwok and Yankaskas 2001   ●  ●       ●     
Laender et al. 2005 ● ● ● ● ●  ● ● ●  ● ●   ● 
Lam et al. 2002 ● ●         ● ●     
Lee 2004  ● ●    ● ● ●   ● ●   
Lee and McNally 1998 ● ● ● ● ●      ● ● ● ● 
Leidner 2004 ●      ● ● ●  ● ●     
Levesque 2003   ●  ● ●  ● ● ● ● ● ● ● 
Levine and Kim 1998 ● ● ●    ● ● ● ● ● ● ● ● 
Li et al. 2002 ● ●     ● ● ●  ● ●     
Lind 2001 ●  ●  ●  ●  ●  ● ●   ● 
Lind 2005 ●  ●  ●  ●  ●  ● ●   ● 
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Lovasi et al. 2007   ● ● ● ● ● ● ● ●   ● ● ● 
Maizlish and Herrera 2005   ●               
Markowetz 2004 ● ● ●  ●  ●    ● ●     
Markowetz et al. 2005 ● ● ●  ●  ●    ● ●     
Martin 1998   ●  ●   ● ●   ● ● ● 
Martin and Higgs 1996   ●  ●             
Martins and Silva 2005 ●      ●    ● ●     
Martins et al. 2005a ●      ●    ● ●     
Martins et al. 2005b ●      ●    ● ●     
Mazumdar et al. 2008     ●        ● ●    ● 
McCurley 2001 ● ● ● ● ●  ● ● ●  ● ●     
McEathron et al. 2002 ●      ● ● ●  ● ●     
McElroy et al. 2003   ● ● ● ● ● ● ● ● ● ● ● ● 
Mechanda and Puderer 2007   ● ● ●  ● ● ● ● ● ● ● ● 
Michelson and Knoblock 2005   ●               
Miner et al. 2005   ●           ●   
Ming et al. 2005                  
Murphy and Armitage 2005 ●  ●  ●  ● ● ● ● ● ●   ● 
Nicoara 2005 ●  ● ● ● ● ● ● ● ● ● ●   ● 
Noaki and Arikawa 2005a ● ● ●    ● ● ●  ● ●     
Noaki and Arikawa 2005b ● ● ●    ● ● ●  ● ●     
Nuckols et al. 2004   ●  ●       ● ● ● 
O’Reagan and Saalfeld 1987   ●  ●             
Oliver et al. 2005 ● ● ● ● ● ●     ● ●   ● 
Olligschlaeger 1998   ●        ●     ● 
Oppong 1999   ●        ● ● ● ● 
Paull 2003   ●      ●  ● ● ● ● 
Purves et al. 2005 ● ● ●  ●  ●    ● ●     
Ratcliffe 2001 ● ● ● ● ●      ● ●   ● 
Ratcliffe 2004 ● ● ● ● ●  ● ● ● ● ● ●   ● 
Rauch et al. 2003 ● ●     ●    ● ● ●   
Reid 2003 ●  ●  ●  ●     ●     
Reinbacher 2006 ● ●     ● ● ●  ● ●     
Reinbacher et al. 2008 ● ●     ● ● ●  ● ●     
Revie and Kerfoot 1997 ●                 
Riekert 2002 ●      ●           
Rose et al. 2004   ● ● ● ●     ● ● ● ● 
Rull et al. 2006   ●           ●   
Rushton et al. 2006   ● ● ● ●     ● ● ● ● 
Rushton et al. 2008b   ●  ●       ●   
Schlieder et al. 2001 ●  ●  ●  ●    ● ●     
Schockaert et al. 2005 ● ●         ● ●     
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Schootman et al. 2004 ● ● ● ● ● ● ● ● ● ● ● ●   ● 
Sheehan et al. 2000   ●  ●       ●   ● 
Shi 2007   ● ● ●      ● ●   ● 
Smith and Crane 2001 ●      ●    ●       
Smith and Mann 2003 ●      ●    ●       
Smith et al. 1999     ●       ●     
Soobader et al. 2001   ●  ●       ●     
Southall 2003 ● ●     ● ● ● ● ● ●   ● 
Stevenson et al. 2000     ●       ● ●   
Strickland et al. 2007     ●            ● ●   
Temple et al. 2005   ●       ●      ● 
Tezuka and Tanaka 2005 ● ● ●    ●            
Thrall 2006   ●    ● ● ● ● ● ● ● ● 
Tobler 1972 ●  ●  ●      ● ●     
Toral and Muñoz 2006 ●          ● ● ● ● 
UN Economic Commission 2005 ● ● ● ● ●      ● ● ● ● 
United States Department of Health 
and Human Services 2000     ●                       
Vaid et al. 2005 ● ● ●  ●             
Van Kreveld and Reinbacher 2004 ● ●                
Vestavik 2004 ● ● ●  ●      ● ● ●   
Vine et al. 1998   ● ● ● ●     ● ● ● ● 
Vögele and Schlieder 2003 ●  ●  ●  ●    ● ●     
Vögele and Stuckenschmidt 2001 ●  ●  ●  ●    ● ●     
Vögele et al. 2003 ●  ●  ●  ●    ● ●     
Waldinger et al. 2003 ● ● ●  ●      ● ●     
Waller 2008   ●         ●   
Walls 2003 ● ● ●  ●  ● ● ● ● ● ● ● ● 
Ward et al. 2005   ● ● ● ●      ●   ● 
Werner 1974 ●  ●  ●    ●   ●     
Whitsel et al. 2004  ● ●     ● ● ● ●   ● ● 
Whitsel et al. 2006  ● ● ● ● ●  ● ● ●  ●   ● 
Wieczorek 2008 ● ● ●        ● ● ● ● 
Wieczorek et al. 2004 ● ● ●        ● ● ● ● 
Wilson, et al. 2004 ● ●         ● ●     
Winkler 1995   ●        ●       
Wong and Chuah 1994   ●  ●  ● ● ● ● ● ●   ● 
Woodruff and Plaunt 1994 ● ●     ● ●   ● ● ● ● 
Wu et al. 2005   ●  ●       ●   ● 
Yang et al. 2004  ● ● ● ● ● ● ● ● ●  ●   ● 
Yildirim and Yomralioglu 2004 ●  ●               
Yu 1996   ●  ●  ● ● ●  ● ●   ● 
Zandbergen 2007   ●          ●     
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Zandbergen 2008   ●    ● ● ● ● ● ● ● ● 
Zandbergen and Chakraborty 2006   ●                
Zimmerman 2006   ●        ● ●   ● 
Zimmerman 2008   ●    ●      ● ●   ● ● 
Zimmerman et al. 2007   ●        ● ●   ● 
Zimmerman et al. 2008   ●        ● ●   ● 
Zong et al. 2005 ● ●     ● ● ●  ● ●   ● 
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Table 47 – Previous geocoding studies classified by topics of reference data source 
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Abe and Stinchcomb 2008 ● ● ● ● ●  ● ● ● ● ●  
Agouris et al. 2000 ● ●  ●   ● ● ● ●   
Agovino et al. 2005   ● ●     ● ●   
Alani 2001 ● ●  ●   ● ● ● ●   
Alani et al. 2003 ● ●      ● ● ●   
Amitay et al. 2004 ●       ●      
Arampatzis et al. 2006 ●       ● ●     
Arbia et al. 1998   ● ● ●   ● ●     
Arikawa and Noaki 2005 ● ● ●           
Arikawa et al. 2004  ● ● ●          
Armstrong et al. 1999  ● ● ●    ● ●    ● 
Armstrong et al. 2008   ● ●    ● ●   
Armstrong and Tiwari 2008 ●  ● ●    ● ●   
Axelrod 2003 ● ● ● ●    ● ● ● ● 
Bakshi et al. 2004   ●     ● ●     
Beal 2003  ● ●           
Beaman et al. 2004 ● ●            
Beyer et al. 2008    ●    ● ● ● ● 
Bichler and Balchak 2007   ●  ●   ● ● ● ● 
Bilhaut et al. 2003 ● ●  ●    ● ●     
Block 1995   ●    ● ● ●   ● 
Bonner et al. 2003   ●    ●  ● ●   
Boscoe et al. 2002   ● ●   ● ● ●   ● 
Boscoe et al. 2004   ● ● ●   ● ●   ● 
Boscoe 2008   ●     ● ●   
Boulos 2004 ● ● ● ● ● ●  ● ● ● ● 
Bow et al. 2004   ● ●    ● ●     
Brody et al. 2002  ● ● ● ●   ● ● ●   
Broome 2003   ●    ● ● ● ● ● 
Can 1993  ● ● ●    ● ● ● ● 
Cayo and Talbot 2003   ● ●     ●     
Chalasani et al. 2005 ● ● ● ● ●         
Chavez 2000 ● ●  ●     ● ●   
Chen, C.C. et al. 2003    ● ● ● ● ● ●     
Chen, C.C. et al. 2004  ● ● ● ● ● ● ● ●     
Chen, M.F. et al. 1998    ●          
Chen, W et al. 2004  ● ● ● ●   ● ●   ● 
Chiang and Knoblock 2006  ● ●  ●  ●  ●     
Chiang et al. 2005  ● ●  ●  ●  ●     
Chou 1995   ●           
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Christen and Churches 2005  ● ● ●    ● ●     
Christen et al. 2004  ●  ●    ● ●     
Chua 2001  ● ● ●    ● ●     
Chung et al. 2004   ● ●    ● ●     
Churches et al. 2002  ●  ●          
Clough 2005 ● ●  ●    ● ●     
Collins et al. 1998  ● ● ●    ● ● ●   
Cressie and Kornak 2003              
Croner 2003  ● ● ●  ● ● ● ● ●   
Curtis et al. 2006   ● ●    ● ●     
Davis Jr. 1993  ● ● ● ● ● ● ● ●     
Davis Jr. and Fonseca 2007 ● ● ● ●    ● ●     
Davis Jr. et al. 2003 ● ● ● ●    ● ●     
Dawes et al. 2006    ●  ● ● ● ● ● ● 
Dearwent et al. 2001   ● ●    ● ●     
Densham and Reid 2003 ●             
Diez-Roux et al. 2001    ●      ●   
Drummond 1995   ● ●    ● ● ●   
Dueker 1974 ● ● ● ●    ● ●   ● 
Durr and Froggatt 2002  ● ● ●    ● ●     
Efstathopoulos et al. 2005   ●           
Eichelberger 1993   ● ●    ● ●     
Fonda-Bonardi 1994   ● ●   ● ●    ● 
Foody 2003        ● ●     
Fortney et al. 2000   ● ●     ●     
Frank et al. 2004  ● ● ● ●   ● ● ● ● 
Fremont et al. 2005    ●          
Frew et al. 1998 ● ● ● ●    ● ● ● ● 
Fu et al. 2005a ●       ● ●     
Fu et al. 2005b ●       ● ●     
Fulcomer et al. 1998   ● ●    ● ● ●   
Gabrosek and Cressie 2002   ●           
Gatrell 1989  ● ● ●    ● ●     
Geronimus and Bound 1998    ●    ●      
Geronimus and Bound 1999a    ●    ●      
Geronimus and Bound 1999b    ●    ●      
Geronimus et al. 1995    ●    ●      
Gilboa et al. 2006   ●      ●     
Goldberg et al. 2007 ● ● ● ● ● ● ● ● ● ● ● 
Goodchild and Hunter 1997   ● ●    ● ●     
Gregorio et al. 1999   ● ●    ●      
Gregorio et al. 2005   ● ●    ●      
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Griffin et al. 1990  ● ● ●   ● ● ● ● ● 
Grubesic and Matisziw 2006   ● ●    ● ●     
Grubesic and Murray 2004  ● ●     ● ● ●   
Han et al. 2004   ●      ● ●   
Han et al. 2005   ●       ●   
Hariharan and Toyama 2004   ●      ● ●   
Haspel and Knotts 2005   ●     ● ●     
Henshaw et al. 2004  ●        ●   
Higgs and Martin 1995a  ●  ●    ● ● ● ● 
Higgs and Martin 1995b ● ● ● ●    ● ●   ● 
Higgs and Richards 2002  ●  ●    ●      
Hild and Fritsch 1998    ● ● ● ● ● ●     
Hill 2000 ● ● ● ●    ● ● ●   
Hill and Zheng 1999 ● ● ● ●    ● ● ●   
Hill et al. 1999 ● ● ● ●    ● ● ●   
Hurley et al. 2003  ● ● ●    ● ●     
Hutchinson and Veenendall 2005a ● ● ● ●          
Hutchinson and Veenendall 2005b ● ● ● ●          
Johnson 1998a   ● ●    ● ● ●   
Johnson 1998b   ● ●    ● ● ●   
Jones et al. 2001 ● ●  ●    ● ●     
Karimi et al. 2004   ● ●    ● ●     
Kennedy et al. 2003    ● ●    ● ●   
Kim 2001    ●          
Kimler 2004 ● ●      ● ●     
Krieger 1992    ●    ●      
Krieger 2003        ● ● ●   
Krieger and Gordon 1999    ●    ●      
Krieger et al. 1997    ●    ●      
Krieger et al. 2001    ●    ● ●     
Krieger et al. 2002a    ●    ● ●     
Krieger et al. 2002b    ●    ● ●     
Krieger et al. 2003    ●    ●      
Krieger et al. 2005    ●    ●      
Krieger et al. 2006   ● ●    ● ●     
Kwok and Yankaskas 2001   ● ●    ●      
Laender et al. 2005 ● ● ● ●    ● ●   ● 
Lam et al. 2002 ● ●  ●    ● ●     
Lee 2004   ● ●    ● ● ●   
Lee and McNally 1998   ● ●    ● ● ●   
Levesque 2003 ● ● ● ● ● ● ● ● ● ● ● 
Levine and Kim 1998 ● ● ● ●  ● ● ● ●     
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Li et al. 2002 ●       ● ●     
Lind 2001 ● ● ● ●   ● ● ●     
Lind 2005 ● ● ● ●   ● ● ●     
Lovasi et al. 2007   ● ● ●   ● ● ●   
Markowetz 2004 ● ●  ●          
Markowetz et al. 2005 ● ●  ●          
Martin 1998  ● ● ●   ● ● ● ●   
Martin and Higgs 1996  ●  ●   ● ● ●     
Martins and Silva 2005 ●             
Martins et al. 2005a ●             
Martins et al. 2005b ●             
Mazumdar et al. 2008 ●   ●   ●   ●   ●     ●   ●    ● 
McCurley 2001 ● ● ● ●    ● ●     
McEathron et al. 2002 ● ● ● ● ●  ● ● ● ●   
McElroy et al. 2003   ● ●    ● ● ●   
Mechanda and Puderer 2007    ● ● ●    ● ● ●   ● 
Miner et al. 2005    ●          
Ming et al. 2005   ● ● ●  ● ● ●     
Murphy and Armitage 2005 ● ● ● ●    ● ●     
Nicoara 2005 ● ● ● ●   ● ● ● ●   
Noaki and Arikawa 2005a ●  ●      ●     
Noaki and Arikawa 2005b ●  ●      ●     
Nuckols et al. 2004   ● ●    ● ● ●   
O’Reagan and Saalfeld 1987  ● ● ●    ● ● ●   
Oliver et al. 2005   ● ●    ● ●     
Olligschlaeger 1998 ● ● ● ●   ● ● ● ●   
Openshaw 1989  ● ● ●    ● ● ●   
Oppong 1999        ● ● ● ● 
Paull 2003  ● ● ●   ● ● ● ●   
Purves et al. 2005 ●       ● ●     
Ratcliffe 2001  ● ● ● ●   ● ●     
Ratcliffe 2004  ● ● ●    ● ●     
Rauch et al. 2003 ●       ● ● ●   
Reid 2003 ● ●  ●    ● ●     
Reinbacher 2006 ● ●  ●    ● ●     
Reinbacher et al. 2008 ● ●  ●    ● ●     
Revie and Kerfoot 1997 ● ●  ●    ● ●     
Riekert 2002 ●             
Rose et al. 2004   ● ●    ● ● ●   
Rull et al. 2006   ● ●     ● ●   
Rushton et al. 2006  ● ● ●    ● ● ●   
Rushton et al. 2008b   ● ●    ●    
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Schlieder et al. 2001 ●    ●    ● ●●   
Schockaert et al. 2005    ●   ● ●      
Schootman et al. 2004   ● ●    ● ●   ● 
Sheehan et al. 2000   ●    ● ●     ●
Shi 2007   ● ●    ● ●     
Smith and Crane 2001        ●      
Smith and Mann 2003 ●             
Smith et al. 1999    ●    ●      
Soobader et al. 2001     ●    ●     
Southall 2003 ● ●  ●   ● ●      
Stevenson et al. 2000  ●  ●    ● ● ●   
Strickland et al. 2007  ● ●   ●   ● ●     ●
Temple et al. 2005   ● ●  ● ● ● ● ● ● 
Thrall 2006  ● ●           
Toral and Muñoz 2006 ●       ● ● ●   
UN Economic Commission 2005 ● ● ● ●   ● ● ● ● ● 
Vaid et al. 2005 ●   ● ●      ●   
Van Kreveld and Reinbacher 2004    ●          
Veregin 1999   ● ●    ● ●     
Vestavik 2004 ● ● ●          ●
Vine et al. 1998   ● ● ●  ● ● ● ● ● 
Vögele and Schlieder 2003 ●  ●    ●● ●     
Vögele and Stuckenschmidt 2001 ● ●  ●    ● ●     
Vögele et al. 2003 ● ●  ●    ● ●     
Waldinger et al. 2003 ●   ● ●      ●   
Waller 2008  ● ● ●      ●   ●    ● 
Walls 2003 ● ● ●      ● ● ● 
Ward et al. 2005   ● ●   ● ●     ●
Werner 1974  ● ● ●    ●      
Whitsel et al. 2004  ● ●    ● ● ●   
Whitsel et al. 2006   ● ●    ● ●     
Wieczorek 2008 ● ● ● ● ●   ● ● ●   
Wieczorek et al. 2004 ● ● ● ● ●   ● ●●   
Wilson, et al. 2004 ● ●  ●   ● ●      
Woodruff and Plaunt 1994 ●   ●    ● ●     
Wu et al. 2005  ● ●  ● ● ● ●     ●
Yang et al. 2004   ● ●    ● ●     
Yildirim and Yomralioglu 2004  ●            
Yu 1996   ●    ● ●     
Zandbergen 2007   ● ●    ● ●     
Zandbergen 2008  ● ● ●    ● ● ● ● 
Zandbergen and Chakraborty 2006   ● ●     ●     
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Zimmerman 2006  ● ● ● ●   ● ●     ● 
Zimmerman 2008  ● ● ●    ● ●   ●   ● 
Zimmerman et al. 2007  ● ● ● ●   ● ●     ● 
Zimmerman et al. 2007  ● ● ● ●   ● ●     ● 
Zong et al. 2005 ● ●            
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Table 48 – Previous geocoding studies classified by topics of feature-matching approach 
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  Type Process Accuracy
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Abe and Stinchcomb 2008  ● ● ● ● ● ● 
Agouris et al. 2000  ●     
Alani 2001 ●      
Amitay et al. 2004  ●     
Arampatzis et al. 2006 ●    ● ●
Armstrong et al. 2008     ●  
Armstrong and Tiwari 2008 ● ● ● ● ● ●
Bakshi et al. 2004 ●      
Beal 2003 ●  ●  ●  
Beaman et al. 2004     ●  
Beyer et al. 2008     ●  
Bichler and Balchak 2007 ● ● ● ● ● ●
Bilhaut et al. 2003  ●   ●  
Blakely and Salmond 2002 ● ● ● ● ● ●
Block 1995     ● ●
Bonner et al. 2003     ● ●
Boscoe et al. 2002     ● ●
Boscoe 2008 ● ● ● ● ● ●
Bow et al. 2004 ●  ●  ● ●
Cayo and Talbot 2003      ●
Chavez 2000 ●      
Chen, M.F. et al. 1998   ●   ●
Chen, W et al. 2004     ● ●
Chen et al. 2008     ●  
Chiang and Knoblock 2006  ●     
Chiang et al. 2005  ●     
Christen and Churches 2005  ●   ● ●
Christen et al. 2004  ●   ● ●
Chua 2001 ●  ●  ● ●
Chung et al. 2004       
Churches et al. 2002 ● ● ● ● ● ●
Clough 2005 ● ● ●  ● ●
Davis Jr. 1993     ● ●
Davis Jr. and Fonseca 2007 ●  ●  ● ●
Davis Jr. et al. 2003 ●  ●  ● ●
Dearwent et al. 2001 ●  ● ● ● ●
Densham and Reid 2003 ● ●     
Drummond 1995 ● ● ● ● ● ●
Durr and Froggatt 2002     ● ●
Efstathopoulos et al. 2005 ●  ●    
Eichelberger 1993 ●    ●  
El-Yacoubi et al. 2002  ●     
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Fu et al. 2005a ● ●   ●  
Fu et al. 2005b ● ●   ●  
Fulcomer et al. 1998 ●  ● ● ● ●
Gabrosek and Cressie 2002      ●
Gilboa et al. 2006 ●  ● ● ● ●
Goldberg et al. 2007 ● ● ● ● ● ●
Goodchild and Hunter 1997       
Gregorio et al. 1999 ●  ● ● ● ●
Gregorio et al. 2005 ●  ● ● ● ●
Grubesic and Matisziw 2006     ●  
Grubesic and Murray 2004 ● ● ● ● ● ●
Han et al. 2004      ●
Hariharan and Toyama 2004  ●     
Haspel and Knotts 2005     ● ●
Higgs and Martin 1995b ●    ● ●
Higgs and Richards 2002     ● ●
Hill 2000 ●  ●    
Hill and Zheng 1999 ●  ●    
Hill et al. 1999 ●  ●    
Hurley et al. 2003     ● ●
Jaro 1984 ● ● ● ● ● ●
Jaro 1989 ● ● ● ● ● ●
Johnson 1998a ●  ●  ● ●
Johnson 1998b ●  ●  ● ●
Jones et al. 2001 ●    ●  
Karimi et al. 2004 ● ● ● ● ● ●
Kimler 2004 ● ● ●   ●
Krieger 1992      ●
Krieger 2003     ● ●
Krieger et al. 2001     ● ●
Krieger et al. 2002a     ● ●
Krieger et al. 2002b     ● ●
Krieger et al. 2003     ● ●
Krieger et al. 2005     ● ●
Krieger et al. 2006     ● ●
Kwok and Yankaskas 2001     ● ●
Laender et al. 2005 ● ● ●  ● ●
Lam et al. 2002 ●      
Lee 2004 ●  ●  ●  
Lee and McNally 1998     ●  
Leidner 2004 ● ●   ●  
Levine and Kim 1998 ●  ● ● ● ●
Li et al. 2002 ● ●     
Lind 2001     ●  



A Geocoding Best Practices Guide 

246                                                                                                          November 10, 2008                                        

  Matching
  Type Process Accuracy

  

D
et

er
m

in
ist

ic 
Pr

ob
ab

ili
ty

-B
as

ed
 

St
rin

g 
Co

m
pa

ris
on

 
Re

lax
at

io
n 

M
at

ch
 T

yp
e 

M
at

ch
 R

at
e 

Lind 2005     ●  
Lovasi et al. 2007 ● ●   ● ●
MacDorman and Gay 1999      ●
Maizlish and Herrera 2005 ● ● ● ● ● ●
Markowetz 2004 ● ●     
Markowetz et al. 2005 ● ●     
Martin and Higgs 1996      ●
Martins and Silva 2005 ●     ●
Martins et al. 2005a ●     ●
Martins et al. 2005b ●     ●
Mazumdar et al. 2008 ●   ●     ● ●
McCurley 2001 ● ● ●   ●
McElroy et al. 2003 ● ● ● ● ● ●

Mechanda and Puderer 2007 ●    ●  
Meyer et al. 2005 ● ● ● ● ● ●
Michelson and Knoblock 2005  ● ●  ● ●
Ming et al. 2005  ●     
Murphy and Armitage 2005 ● ● ● ● ● ●
Nicoara 2005 ● ● ● ● ● ●
Nuckols et al. 2004      ●
O’Reagan and Saalfeld 1987 ● ● ● ● ● ●
Oliver et al. 2005     ● ●
Olligschlaeger 1998 ●    ● ●
Paull 2003      ●
Porter 1980 ●  ●    
Purves et al. 2005 ●    ● ●
Raghavan et al. 1989  ●   ● ●
Ratcliffe 2001 ●  ●   ●
Ratcliffe 2004 ●  ●  ● ●
Rauch et al. 2003 ● ● ●    
Reid 2003 ●      
Reinbacher 2006 ● ●   ●  
Reinbacher et al. 2008 ● ●   ●  
Revie and Kerfoot 1997 ●      
Riekert 2002 ●      
Rose et al. 2004     ● ●
Rull et al. 2006      ●
Rushton et al. 2006 ● ● ● ● ● ●
Rushton et al. 2008b     ●  
Schootman et al. 2004     ● ●
Schumacher 2007 ● ● ● ● ● ●
Shi 2007    ● ● ●
Soobader et al. 2001      ●
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Strickland et al. 2007   ●   ●     ● ●
Tezuka and Tanaka 2005  ●     
Thrall 2006 ● ● ● ● ● ●
Vine et al. 1998     ● ●
Waldinger et al. 2003 ●      
Waller 2008       ●  
Walls 2003 ●  ●  ● ●
Ward et al. 2005 ●  ● ● ● ●
Whitsel et al. 2004     ● ●
Whitsel et al. 2006 ● ● ● ● ● ●
Wieczorek 2008 ●     ●
Wieczorek et al. 2004 ●     ●
Wilson, et al. 2004 ●      
Winkler 1995 ● ● ● ● ● ●
Wong and Chuah 1994 ● ● ● ● ● ●
Woodruff and Plaunt 1994 ●  ●    
Wu et al. 2005  ● ● ● ● ●
Yang et al. 2004 ● ● ● ● ● ●
Yu 1996 ● ● ● ● ● ●
Zandbergen 2007     ● ●
Zandbergen 2008 ● ● ● ● ● ●
Zandbergen and Chakraborty 2006     ● ●
Zimmerman 2006 ●    ● ●
Zimmerman 2008     ● ●
Zimmerman et al. 2007 ●    ● ●
Zimmerman et al. 2008     ● ●
Zong et al. 2005 ●    ● ●
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Table 49 – Previous geocoding studies classified by topics of feature interpolation method 

  Interpolation
  Type Accuracy
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Abe and Stinchcomb 2008 ● ● ● ● ● ● 
Agouris et al. 2000   ●  ●  
Agovino et al. 2005  ●     
Alani 2001   ●   ●
Amitay et al. 2004 ●  ●    
Armstrong et al. 2008  ● ●  ● ●
Armstrong and Tiwari 2008  ● ●  ● ●
Bakshi et al. 2004  ●   ●  
Beal 2003 ● ● ● ● ● ●
Beyer et al. 2008   ●   ●
Bichler and Balchak 2007  ●   ●  
Bilhaut et al. 2003 ●  ● ●  ●
Boscoe et al. 2002  ● ●    
Boscoe 2008 ● ● ●  ● ●
Bow et al. 2004 ● ● ● ● ● ●
Brody et al. 2002 ● ● ●    
Cayo and Talbot 2003  ● ●  ● ●
Chalasani et al. 2005 ● ● ● ● ● ●
Chen, C.C. et al. 2003   ●   ●
Chen, C.C. et al. 2004 ● ● ● ● ● ●
Chen, M.F. et al. 1998   ●   ●
Chen, W et al. 2004   ●   ●
Chen et al. 2008    ● ● ●
Chiang and Knoblock 2006 ● ●  ● ●  
Chiang et al. 2005 ● ●  ● ●  
Christen and Churches 2005   ●   ●
Christen et al. 2004   ●   ●
Chua 2001 ● ● ● ● ● ●
Chung et al. 2004  ● ●  ● ●
Churches et al. 2002   ●   ●
Clough 2005 ●  ● ●  ●
Collins et al. 1998 ● ● ● ● ● ●
Cressie and Kornak 2003    ● ● ●
Curtis et al. 2006 ● ● ● ● ● ●
Davis Jr. 1993 ● ● ● ● ● ●
Davis Jr. and Fonseca 2007 ● ● ● ● ● ●
Davis Jr. et al. 2003 ● ● ● ● ● ●
Dearwent et al. 2001  ● ●  ● ●
Densham and Reid 2003 ●   ●   
Drummond 1995  ● ●  ●  
Dueker 1974 ● ● ●    
Durr and Froggatt 2002 ● ● ● ● ● ●
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Fortney et al. 2000  ● ●  ● ●
Fu et al. 2005a ●  ● ●  ●
Fu et al. 2005b ●  ● ●  ●
Fulcomer et al. 1998  ● ●    
Gatrell 1989   ●   ●
Gilboa et al. 2006  ●   ●  
Goldberg et al. 2007 ● ● ● ● ● ●
Goodchild and Hunter 1997  ● ●  ● ●
Gregorio et al. 1999  ● ●   ●
Gregorio et al. 2005   ●   ●
Grubesic and Matisziw 2006  ● ●   ●
Grubesic and Murray 2004  ●   ●  
Han et al. 2004  ●   ●  
Haspel and Knotts 2005  ●     
Henshaw et al. 2004 ●  ●    
Higgs and Martin 1995b ● ● ●    
Higgs and Richards 2002 ●  ● ●  ●
Hill 2000 ● ● ●    
Hill and Zheng 1999 ● ● ●    
Hill et al. 1999 ● ● ●    
Hurley et al. 2003  ● ●  ● ●
Hutchinson and Veenendall 2005a ● ● ●    
Hutchinson and Veenendall 2005b ● ● ●    
Johnson 1998a ● ● ●    
Johnson 1998b ● ● ●    
Karimi et al. 2004  ● ●  ● ●
Kennedy et al. 2003   ●    
Kimler 2004 ●   ●   
Krieger et al. 2001   ●   ●
Krieger et al. 2002a   ●   ●
Krieger et al. 2002b   ●   ●
Krieger et al. 2003   ●   ●
Krieger et al. 2005   ●   ●
Krieger et al. 2006  ● ●  ● ●
Kwok and Yankaskas 2001  ● ●    
Laender et al. 2005 ● ● ●    
Lam et al. 2002 ●  ● ●  ●
Lee 2004  ●   ●  
Lee and McNally 1998  ● ●    
Levine and Kim 1998 ● ● ●  ●  
Li et al. 2002 ●  ● ●  ●
Lind 2001 ● ● ●    
Lind 2005 ● ● ●    
Lovasi et al. 2007  ● ●  ● ●
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Markowetz 2004 ●  ●    
Markowetz et al. 2005 ●  ●    
Martin 1998  ● ●  ● ●
Mazumdar et al. 2008    ● ● ●    ● ● ●
McCurley 2001 ● ● ● ● ● ●
McEathron et al. 2002 ● ● ● ● ● ●
McElroy et al. 2003  ● ●  ● ●

Miner et al. 2005   ●    
Ming et al. 2005  ● ●  ● ●
Murphy and Armitage 2005 ●  ●    
Nicoara 2005 ● ● ●    
Noaki and Arikawa 2005a  ●     
Noaki and Arikawa 2005b  ●     
Oliver et al. 2005  ● ●   ●
Olligschlaeger 1998  ● ●    
Ratcliffe 2001  ● ●  ● ●
Ratcliffe 2004  ● ●  ● ●
Rauch et al. 2003 ●   ●   
Reid 2003 ●  ●    
Reinbacher 2006 ●  ● ●  ●
Reinbacher et al. 2008 ●  ● ●  ●
Revie and Kerfoot 1997 ●  ● ●  ●
Rose et al. 2004  ● ●  ● ●
Rull et al. 2006  ●     
Rushton et al. 2006 ● ● ● ● ● ●
Rushton et al. 2008b  ● ●    
Sadahiro 2000   ●   ●
Schlieder et al. 2001 ● ● ● ● ● ●
Schockaert et al. 2005   ●   ●
Schootman et al. 2004  ● ●  ● ●
Sheehan et al. 2000  ● ●  ● ●
Shi 2007  ● ●  ● ●
Southall 2003 ●      
Stevenson et al. 2000 ●  ●    
Strickland et al. 2007 ●   ● ●   ●   ●   ●
Thrall 2006  ● ●    
Tobler 1972 ● ● ●    
Van Kreveld and Reinbacher 2004   ●   ●
Vine et al. 1998  ● ●    
Vögele and Schlieder 2003 ● ● ● ● ● ●
Vögele and Stuckenschmidt 2001 ● ● ● ● ● ●
Vögele et al. 2003 ● ● ● ● ● ●
Waller 2008 ● ● ● ● ● ●
Walls 2003 ● ●  ● ●  
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Ward et al. 2005  ● ●  ● ●
Whitsel et al. 2004  ● ●  ● ●
Whitsel et al. 2006  ● ●  ● ●
Wieczorek 2008 ● ● ● ● ● ●
Wieczorek et al. 2004 ● ● ● ● ●●
Wilson, et al. 2004 ●  ● ●  ●
Woodruff and Plaunt 1994   ●   ●
Wu et al. 2005  ●   ●  
Yang et al. 2004  ● ●  ● ●
Yu 1996  ●   ●  
Zandbergen 2007  ● ●  ● ●
Zandbergen 2008 ● ● ● ● ● ●
Zandbergen and Chakraborty 2006  ●   ● ●
Zimmerman 2006  ● ●  ● ●
Zimmerman 2008      ● ● ●
Zimmerman et al. 2007  ● ●  ● ●
Zong et al. 2005 ●   ●   
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Table 50 – Previous geocoding studies classified by topics of accuracy measured utilized 

  Accuracy
  Measures Estimates

  

Sp
at

ial
 

Te
m

po
ra

lit
y 

Re
so

lu
tio

n 
Bi

as
 In

tro
du

ct
io

n 
Q

ua
lit

y 
Co

de
s 

Sp
at

ial
 

Te
m

po
ra

lit
y 

Re
so

lu
tio

n 

Abe and Stinchcomb 2008 ● ● ●  ● ● ● ● ● 
Agouris et al. 2000 ● ● ●   ● ● ● 
Agovino et al. 2005 ● ● ●       
Alani 2001 ● ● ●   ●    
Alani et al. 2003 ● ● ●       
Amitay et al. 2004 ●  ●       
Arampatzis et al. 2006 ●  ●   ●  ● 
Arikawa et al. 2004 ●  ● ● ● ●  ● 
Armstrong et al. 2008 ●  ●   ●  ● 
Armstrong and Tiwari 2008 ●  ●   ●  ● 
Axelrod 2003 ● ● ●       
Bakshi et al. 2004 ●     ●    
Beal 2003 ●     ●  ● 
Beaman et al. 2004 ●    ●     
Berney and Blane 1997  ●     ●   
Beyer et al. 2008 ● ● ●   ● ● ● 
Bichler and Balchak 2007   ● ●  ●    
Bilhaut et al. 2003 ●  ●   ●  ● 
Blakely and Salmond 2002     ●     
Bonner et al. 2003 ● ● ● ●  ● ● ● 
Boscoe et al. 2002    ●      
Boscoe 2008 ● ● ●  ● ●  ● 
Bow et al. 2004 ●  ● ●  ●  ● 
Brody et al. 2002 ● ● ● ● ● ● ● ● 
Casady 1999 ● ● ●   ● ● ● 
Cayo and Talbot 2003 ●   ●  ●  ● 
Chalasani et al. 2005 ●  ●       
Chavez 2000 ● ●     ●   
Chen, C.C. et al. 2003 ●  ●       
Chen, C.C. et al. 2004 ●     ●    
Chen, W et al. 2004 ●  ● ●  ●  ● 
Chen et al. 2008 ●  ●   ●  ● 
Christen and Churches 2005   ●  ●    
Christen et al. 2004   ●  ●     
Chua 2001   ●      
Churches et al. 2002 ●  ● ●     
Clough 2005 ●  ●   ●  ● 
Collins et al. 1998 ● ● ●   ●  ● 
Cressie and Kornak 2003 ● ● ● ●     
Curtis et al. 2006 ●  ●   ●  ● 
Davis Jr. 1993 ●  ●  ● ●  ● 
Davis Jr. and Fonseca 2007 ●  ● ● ● ●  ● 
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Davis Jr. et al. 2003 ●  ● ● ● ●  ● 
Dearwent et al. 2001 ●  ● ●  ●  ● 
Diez-Roux et al. 2001  ●  ●     
Dru and Saada 2001 ●     ●   
Drummond 1995 ● ● ● ● ● ●  ● 
Dueker 1974 ●  ●      
Durr and Froggatt 2002 ●  ● ●  ●  ● 
Fonda-Bonardi 1994 ●  ●      
Foody 2003 ● ● ●      
Fortney et al. 2000 ●  ● ● ● ●  ● 
Fremont et al. 2005   ● ●     
Frew et al. 1998 ● ● ●  ● ● ● ● 
Fu et al. 2005a ●  ●   ●  ● 
Fu et al. 2005b ●  ●   ●  ● 
Fulcomer et al. 1998 ● ● ●  ● ● ● ● 
Gabrosek and Cressie 2002 ●  ● ●  ●  ● 
Gaffney et al. 2005 ● ●       
Gatrell 1989 ●  ●   ●  ● 
Geronimus and Bound 1998   ● ●    ● 
Geronimus and Bound 1999a   ● ●    ● 
Geronimus and Bound 1999b   ● ●    ● 
Geronimus et al. 1995   ● ●    ● 
Gilboa et al. 2006 ●  ●   ●    
Goldberg et al. 2007 ● ● ● ● ● ● ● ● 
Goodchild and Hunter 1997 ●  ●   ●  ● 
Gregorio et al. 1999   ● ● ●   ● 
Gregorio et al. 2005   ● ● ●   ● 
Grubesic and Matisziw 2006 ●  ● ●  ●  ● 
Grubesic and Murray 2004 ●   ●  ●    
Han et al. 2004 ● ●    ● ●  
Han et al. 2005  ●     ●  
Hariharan and Toyama 2004 ● ● ●   ● ● ● 
Haspel and Knotts 2005   ●      
Henshaw et al. 2004 ● ●    ● ●  
Higgs and Martin 1995a         
Higgs and Martin 1995b ●  ●      
Higgs and Richards 2002 ●  ● ●  ●  ● 
Hill 2000 ● ● ●   ● ● ● 
Hill and Zheng 1999 ● ● ●   ● ● ● 
Hill et al. 1999 ● ● ●   ● ● ● 
Himmelstein 2005 ●    ● ●  ● 
Hurley et al. 2003 ●  ● ● ● ●  ● 
Hutchinson and Veenendall 2005a ●  ●      
Hutchinson and Veenendall 2005b ●  ●      
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Jones et al. 2001 ●  ●   ●  ● 
Karimi et al. 2004 ●  ●  ● ●  ● 
Kennedy et al. 2003 ● ●    ● ●  
Kimler 2004 ●  ●   ●  ● 
Krieger 1992   ● ●    ● 
Krieger 2003 ● ● ● ●     
Krieger and Gordon 1999   ● ●    ● 
Krieger et al. 1997   ●      
Krieger et al. 2001    ●     
Krieger et al. 2002a ●  ● ● ● ●  ● 
Krieger et al. 2002b ●  ● ●  ●  ● 
Krieger et al. 2003   ● ●    ● 
Krieger et al. 2005   ● ●    ● 
Krieger et al. 2006   ● ●  ●  ● 
Kwok and Yankaskas 2001   ●  ●   ● 
Laender et al. 2005 ●  ●      
Lam et al. 2002 ●  ●   ●  ● 
Lee 2004 ● ● ●   ●  ● 
Lee and McNally 1998 ● ● ●      
Levesque 2003 ● ● ●   ● ● ● 
Levine and Kim 1998 ●  ●  ● ●  ● 
Li et al. 2002 ●  ●   ●  ● 
Lind 2001 ●  ●      
Lind 2005 ●  ●      
Lovasi et al. 2007 ● ● ● ● ● ● ● ● 
Markowetz 2004 ●  ●      
Markowetz et al. 2005 ●  ●      
Martin 1998 ● ● ● ●  ● ● ● 
Martin and Higgs 1996 ●  ●   ●  ● 
Martins et al. 2005b ●  ●   ●  ● 
Mazumdar et al. 2008 ●  ●    ●    ● ●  ● 
McCurley 2001 ●        
McEathron et al. 2002 ●  ●      
McElroy et al. 2003 ● ● ●  ● ● ● ● 
Mechanda and Puderer 2007 ● ● ●  ● ● ● ● 
Murphy and Armitage 2005   ●  ●   ● 
Nicoara 2005 ●  ●      
Noaki and Arikawa 2005a ●        
Noaki and Arikawa 2005b ●        
Nuckols et al. 2004 ● ● ●      
O’Reagan and Saalfeld 1987  ● ●    ● ● 
Oliver et al. 2005 ●  ● ●  ●  ● 
Olligschlaeger 1998 ●  ●      
Oppong 1999 ● ● ●      
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Paull 2003 ● ● ●      
Purves et al. 2005 ●  ●   ●  ● 
Ratcliffe 2001 ●  ●   ●  ● 
Ratcliffe 2004 ●  ● ●  ●  ● 
Rauch et al. 2003 ● ● ●      
Reid 2003 ●  ●      
Reinbacher 2006 ●  ●   ●  ● 
Reinbacher et al. 2008 ●  ●   ●  ● 
Revie and Kerfoot 1997 ●  ●  ● ●  ● 
Rose et al. 2004 ● ● ● ● ● ● ● ● 
Rull et al. 2006 ● ●    ● ●  
Rushton et al. 2006 ● ● ● ● ● ● ● ● 
Rushton et al. 2008b   ●     ● 
Sadahiro 2000    ●     
Schlieder et al. 2001 ●  ●   ●  ● 
Schockaert et al. 2005 ●  ●   ●  ● 
Schootman et al. 2004 ●  ● ● ● ●  ● 
Sheehan et al. 2000 ●  ● ● ● ●  ● 
Shi 2007 ●  ● ● ● ●  ● 
Smith et al. 1999   ● ●    ● 
Soobader et al. 2001   ● ●    ● 
Southall 2003 ●  ●      
Stevenson et al. 2000  ● ●      
Strickland et al. 2007   ●  ●     ●    ● 
Temple et al. 2005 ● ● ●   ● ● ● 
Thrall 2006     ●    
Vaid et al. 2005 ●  ●      
Vestavik 2004 ● ● ●      
Vine et al. 1998 ● ● ●  ●    
Vögele and Schlieder 2003 ●  ●   ●  ● 
Vögele and Stuckenschmidt 2001 ●  ●   ●  ● 
Vögele et al. 2003 ●  ●   ●  ● 
Waldinger et al. 2003 ●  ●   ●  ● 
Waller 2008 ●  ●   ●  ● 
Walls 2003 ● ● ●      
Ward et al. 2005 ●  ● ●  ●  ● 
Werner 1974   ●      
Whitsel et al. 2004 ● ●   ● ● ●   
Whitsel et al. 2006 ●  ● ● ● ●  ● 
Wieczorek 2008 ● ● ●  ● ●    
Wieczorek et al. 2004 ● ● ●  ● ●    
Wilson, et al. 2004 ●  ●   ●  ● 
Woodruff and Plaunt 1994 ●  ●   ●  ● 
Wu et al. 2005 ●  ● ● ● ●  ● 
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Yang et al. 2004 ●  ●     ● 
Yu 1996 ●  ●   ●  ● 
Zandbergen 2007 ●  ● ●  ●  ● 
Zandbergen 2008 ● ● ●   ● ● ● 
Zandbergen and Chakraborty 2006 ●   ●  ●    
Zimmerman 2006 ●  ●  ● ●  ● 
Zimmerman 2008 ●   ● ●   ● ● ●   ● ● 
Zimmerman et al. 2007 ●  ●  ● ●  ● 
Zimmerman et al. 2008 ●  ●   ●  ● 
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Table 51 – Previous geocoding studies classified by topics of process used 
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Abe and Stinchcomb 2008  ● ●  ● ● ● 
Agouris et al. 2000  ●  ●  
Agovino et al. 2005    ● ●
Arampatzis et al. 2006    ●  
Armstrong and Tiwari 2008 ●    ●
Bakshi et al. 2004   ● ●  
Beal 2003 ●     
Beaman et al. 2004    ● ●
Beyer et al. 2008     ●
Bichler and Balchak 2007    ● ●
Bilhaut et al. 2003    ●  
Bonner et al. 2003 ●   ●  
Boscoe et al. 2002   ● ●  
Boscoe 2008   ● ● ●
Bow et al. 2004    ●  
Brody et al. 2002  ● ●   
Cayo and Talbot 2003 ●   ● ●
Chalasani et al. 2005 ● ● ● ● ●
Chavez 2000      
Chen, C.C. et al. 2003  ●  ●  
Chen, C.C. et al. 2004  ● ● ●  
Chen, W et al. 2004    ●  
Christen and Churches 2005    ● ●
Christen et al. 2004    ● ●
Clough 2005    ●  
Curtis et al. 2006 ● ● ●   
Dao et al. 2002 ●     
Davis Jr. 1993  ●   ●
Dearwent et al. 2001    ● ●
Dru and Saada 2001 ●     
Drummond 1995    ● ●
Dueker 1974    ●  
Durr and Froggatt 2002  ●  ● ●
Fortney et al. 2000 ●   ● ●
Frew et al. 1998    ●  
Fulcomer et al. 1998    ●  
Gilboa et al. 2006    ●  
Goldberg et al. 2007 ● ● ●   
Gregorio et al. 1999    ●  
Gregorio et al. 2005    ●  
Han et al. 2004   ● ● ●
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Haspel and Knotts 2005    ●  
Henshaw et al. 2004 ● ●    
Higgs and Martin 1995b    ● ●
Hill 2000    ●  
Hill and Zheng 1999    ●  
Hill et al. 1999    ●  
Hurley et al. 2003   ● ● ●
Hutchinson and Veenendall 2005a    ●  
Hutchinson and Veenendall 2005b    ●  
Karimi et al. 2004 ●   ● ●
Kennedy et al. 2003  ●  ● ●
Krieger 1992    ●  
Krieger 2003   ● ● ●
Krieger et al. 2001    ●  
Krieger et al. 2002a    ●  
Krieger et al. 2002b    ●  
Krieger et al. 2003    ●  
Krieger et al. 2005    ●  
Krieger et al. 2006    ●  
Kwok and Yankaskas 2001   ● ●  
Lee 2004 ●   ●  
Lee and McNally 1998    ●  
Levesque 2003  ●    
Levine and Kim 1998   ● ●  
Lovasi et al. 2007   ● ● ●
MacDorman and Gay 1999      ●  
Mazumdar et al. 2008     ●  ●    ●
McEathron et al. 2002  ● ● ● ●
McElroy et al. 2003   ● ● ●
Mechanda and Puderer 2007   ● ●  
Ming et al. 2005  ●    
Nicoara 2005    ●  
Olligschlaeger 1998    ●  
Purves et al. 2005    ●  
Ratcliffe 2001  ●  ●  
Rauch et al. 2003    ●  
Rose et al. 2004   ● ● ●
Rushton et al. 2006 ● ●  ● ●
Rushton et al. 2008b    ●  
Schootman et al. 2004   ● ● ●
Strickland et al. 2007     ●  ● ●
Temple et al. 2005 ● ● ●  ●
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Thrall 2006    ●  
Vine et al. 1998 ● ● ● ● ●
Ward et al. 2005 ● ● ● ● ●
Whitsel et al. 2004    ●  
Whitsel et al. 2006    ● ●
Wieczorek 2008 ● ● ● ● ●
Wieczorek et al. 2004 ● ● ● ● ●
Wu et al. 2005 ●     
Yang et al. 2004    ● ●
Zandbergen 2007    ●  
Zandbergen 2008    ● ●
Zandbergen and Chakraborty 2006    ●  
Zimmerman 2006 ● ●  ● ●
Zimmerman et al. 2007 ● ●  ● ●
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Table 52 – Previous geocoding studies classified by topics of privacy concern and/or method 
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Arikawa et al. 2004 ● ● ● ● ●
Armstrong et al. 1999  ● ● ● ●
Beyer et al. 2008  ●   ●
Boscoe et al. 2004   ● ● ●
Boulos 2004  ● ● ● ●
Brownstein et al. 2006  ● ●   
Casady 1999 ● ●   ●
Chen et al. 2008  ● ●   ● ●
Christen and Churches 2005 ● ●    
Churches et al. 2002 ● ● ●  ●
Croner 2003  ● ●  ●
Curtis et al. 2006  ● ● ● ●
Dao et al. 2002 ● ●    
Gittler 2008a ● ●    ●   
Goldberg et al. 2007 ● ● ● ● ●
MacDorman and Gay 1999  ●    
Mazumdar et al. 2008  ●    ●    ●    ●
Miner et al. 2005 ● ●    
Oppong 1999  ● ●  ●
Rushton et al. 2006  ● ● ● ●
Rushton et al. 2008b  ●   ●
Stevenson et al. 2000  ●   ●
Sweeney 2002   ● ●    ●    ● ●
Vine et al. 1998  ● ●  ●
Waller 2008     ●
Zimmerman et al. 2008   ● ● ●   ● ●

 
  

260                                                                                                          November 10, 2008                                        



                                                                                                                                                              D. W. Goldberg 

November 10, 2008                                                                                                                         261 

Table 53 - Previous geocoding studies classified by topics of organizational cost 
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Beal 2003  ● ●
Boscoe et al. 2002  ● ●
Boscoe et al. 2004 ●   
Davis Jr. 1993 ● ● ●
Johnson 1998a ● ●  
Johnson 1998b ● ●  
Krieger 1992  ●  
Krieger 2003  ● ●
Krieger et al. 2001  ●  
Martin and Higgs 1996 ●   
McElroy et al. 2003 ● ● ●
Miner et al. 2005 ●   
Strickland et al. 2007    ●   ●
Temple et al. 2005 ●   
Thrall 2006 ● ● ●
Whitsel et al. 2004  ●  
Whitsel et al. 2006  ● ●
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